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Abstract. The min-max modular network has been shown to be an
efficient classifier, especially in solving large-scale and complex pattern
classification problems. Despite its high modularity and parallelism, it
suffers from quadratic complexity in space when a multiple-class problem
is decomposed into a number of linearly separable problems. This paper
proposes two new pruning methods and an integrated process to reduce
the redundancy of the network and optimize the network structure. We
show that our methods can prune a lot of redundant modules in com-
parison with the original structure while maintaining the generalization
accuracy.

1 Introduction

The min-max modular (M3) network is an efficient modular neural network
model for pattern classification[1][2], especially for large-scale and complex multi-
class problems[3]. It divides a large-scale, complex problem into a series of smaller
two-class problems, each of which is solved by an independent module. We can
conduct the learning tasks of every module in parallel and integrate them to get
a final solution to the original problem according to two module combination
principles. These combination principles also successfully guide the emergent
incremental learning[4]. However, we need to learn too many modules when the
size of the training data is large while subproblems are small. Considering the
situation of incremental learning, since the training data are presented to the
network continually and more and more modules are built, the classifier will be
inefficient to respond to novel inputs.

To improve the response performance of min-max modular network, we con-
sider reducing its redundancy at two phases. First is the recognition phase. In
this phase, we can dynamically decide which modules have influence on the fi-
nal result and need computing. The other is the training phase. We can hold a
training process to the network to prune the redundant modules for the training
data. The pruned modules are supposed to be redundant for the whole input
space.
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In addition, other two lines of research for training optimization can be con-
sidered. The idea of the first line arises from instance reduction techniques[5].
Since the nearest-neighbor(NN) algorithm and its derivatives suffer from high
computational costs and storage requirement, the instance filtering and abstrac-
tion approaches are developed to get a small and representative prototype set.
We can firstly build such a condensed prototype set, and then use it to construct
the modules of the M3 network. This way is instance pruning. The other line
of research is structure pruning. Lian and Lu first developed a back searching
(BS) algorithm to prune redundant modules[6]. We extend their work and pro-
pose an integrated process to gain a larger module reduction rate and maintain
classification accuracy.

2 Redundancy Analysis

According to the task decomposition principle of the M3 network, a K-class
problem is divided into K × (K − 1)/2 two-class problems, each of which can
be further decomposed into a number of subproblems. A M3 network with MIN
and MAX integrating units can solve a two-class subproblem, and each network
module learns a subproblem. Let’s consider the situation of incremental learning
[4] mentioned before. Suppose the training set of each subproblem has only two
different elements. Let T be the total training set, Xl be the input vector, where
1 ≤ l ≤ L, and L is the number of training data. The desired output y is defined
by

y =
{

1 − ε, if Xl ∈ class Ci

ε, if Xl ∈ class Ci
(1)

where ε is a small positive real number, Ci denotes all the classes except Ci.
Accordingly, the training set of a subproblem has the following form:

T (u,v)
ij = {(X(iu)

l , 1 − ε) ∪ (X(jv)
l , ε)}

for u = 1, · · · , Li, v = 1, · · · , Lj , i, j = 1, · · · , K, and j �= i (2)

where Li and Lj are the numbers of training data belonging to class Ci and class
Cj , respectively. Hence the two-class problem has Li × Lj subproblems. We use
first minimization rule then maximization rule to construct the network. Fig. 1
shows the network structure. Since T (u,v)

ij has only two instances, it is obviously
a linearly separable problem and can be discriminated by a hyperplane. The
optimal hyperplane is the perpendicular bisector of the line joining the two
instances. In this way, the decision boundary established by the network can be
written as a piecewise linear discriminant function:⋃

1≤u≤Li

(
⋂

1≤v≤Lj

Lu,v
i,j ) (3)

where Lu,v
i,j is the hyperplane determined by Mu,v

i,j trained on T (u,v)
ij . And it is

trivial to prove that the decision boundary is the same as that of the nearest



648 Yang Yang and Baoliang Lu

Fig. 1. M3 network for the two-class
problem of Ci and Cj

Fig. 2. An example of redundant mod-
ules, loops denote class1, and squares
denote class2

neighbor classifier. In fact there are a lot of redundancies in the expression above.
For example, we can see that only black lines contribute to the boundary, and
cyan ones are redundant in Fig. 2, where a 2-D classification problem is depicted.

3 Pruning Algorithms

A backward searching(BS) algorithm for pruning redundant modules has been
developed[6], which searches the useful modules based on outputs of every MIN
unit. Take MINk(1 ≤ k ≤ Li) as an example, set Tk = {ak, b1, b2, · · · , bLj},
where ai ∈ Ci, b1, b2, · · · , bLj ∈ Cj. For each instance in Tk, calculate the output
of MINk and mark the module which gives the minimal value. After all the
instances in Tk are processed, delete those modules without mark. BS algorithm
can take off a lot of units while maintaining the original decision boundary.
However, it fails to consider removing related redundant MIN units. Here we
extend BS algorithm to get an integrated pruning process.

3.1 Our Methods

Because a multi-class problem can be decomposed into a set of two-class prob-
lems, here we discuss the redundancy reduction problem of the two-class network
for simplicity. Suppose two classes are class1 and class2, which include M and
N instances respectively. So the M3 network contains M MIN units and a MAX
unit, each MIN unit contains N modules. We propose two kinds of M3 Structure
Pruning Strategy, called M3SPS1 and M3SPS2, respectively. They have different
criterions of redundancy.

M3SPS1. The idea of M3SPS1 is straightforward, which regards the unit used
by no instance in the training set as redundant. Let T be the training set. The
algorithm is as follows:
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1. Set Flag(MINi) = FALSE (i = 1, 2, · · · , M).
2. For each instance I in T :

(a) Calculate y(I).
(b) Find MINi(1 ≤ i ≤ M) which has the same value as y(I), and set

Flag(MINi) = TRUE.

3. Delete MINj(1 ≤ j ≤ M) that Flag(MINj)=FALSE.
4. For each MINi retained:

Execute BS algorithm and prune redundant modules.

5. End.

This approach is consistent with the training data because it just deletes
those units which are useless for the classification of the training data.

M3SPS2. The idea of M3SPS2 is similar to Reduced Nearest Neighbor[7]
and DROP1[5]. All of them try to conduct reduction without hurting the classifi-
cation accuracy of the training data set or the subset retained. However, M3SPS2
prune modules other than instances. Moreover, all the instances are guaranteed
to be classified correctly no matter whether their related modules have been
removed or not. The algorithm is described as follows:

1. Set Flag(MINi) = FALSE , and create empty list(MINi), i = 1, 2, · · · , M

2. For each instance I in T :

(a) Calculate y(I).
(b) Find MINi(1 ≤ i ≤ M) which has the same value as y(I),

set Flag(MINi) = TRUE, and insert I to list(MINi).

3. For each MINi that Flag(MINi) = TRUE

if ∀ I ∈ list(MINi) can be classified correctly without MINi :
Set Flag(MINi) = FALSE.
For each I ∈ list(MINi):

insert I to list(MINj), where 1 ≤ j ≤ M and MINj gives new
y(I) instead of MINi.

4. Delete MINi(1 ≤ i ≤ M) that Flag(MINi) = FALSE.
5. For each MINk(1 ≤ k ≤ M) retained:

Execute BS algorithm and prune redundant modules.

6. End.

This approach is also consistent with the training data. Note that it is sen-
sitive to the presentation order of the MIN units. We can make a search to
determine the removing sequence. The basic assumption here is that a module
composed by an inner instance is likely to be useless. Since y(I) indicates the
perpendicular distance between the instance I and decision boundary, so memo-
rize y(Instance(1i)) at step 2 and examine the MINi in the descending order of
y(Instance(1i)) at step 3 , where 1 ≤ i ≤M, Instance(1i) ∈ class1 and it is the
corresponding instance of MINi.
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4 Experimental Results

We present five experiments to verify our methods, including the two-spirals
problem and 4 real world problems. Three of them were conducted on the bench-
mark data sets from the Machine learning Database Repository[8]: Iris Plants,
Image Segmentation and Vehicle Silhouettes. The last one was carried on a data
set of glass-board images from an industrial product line, which was used to
discriminate the eligible glass-boards. Table 1 shows all the data sets and the
numbers of classes, dimensions, training and test samples. Table 2 shows the
classification accuracy, response time, and the retention rates of modules and
MIN units, where

retention rate =
No. of modules/MINs after pruning

No. of modules/MINs of the original structure
. (4)

Since a multi-class problem can be decomposed into a number of two-class prob-
lems, each of which is solved by a M3 network, for iris, segment and vehicle
problems, we record the response time both in parallel and in series. We also list
the accuracy and response time of the nearest-neighbor classifier for comparison.
All the experiments were performed on a 3GHz Pentium 4 PC with 1GB RAM.

Table 1. Numbers of classes, dimensions, training and test data

Two-spirals Iris Segment Vehicle Glass image

Class 2 3 7 4 2
Dimension 2 4 19 18 160
Training 95 135 1540 600 174

Test 96 15 770 246 78

Table 2. Experimental results. For the last three problems, the left sub-column of
“time” denotes sequential time and right one denotes parallel time(CPU time, in mil-
lisecond)

Problems 1-NN M3SPS1 M3SPS2
acc time acc time MINs modules acc time MINs modules

Two-spirals 1.00 31 1.00 32 1.0 0.149 0.99 30 0.432 0.044
Glass image 0.897 47 0.895 63 0.477 0.282 0.885 47 0.075 0.044

Iris 0.982 15 0.982 16 15 0.289 0.042 0.982 15 15 0.067 0.013
Segment 0.958 328 0.956 766 177 0.370 0.036 0.904 453 164 0.053 0.005
Vehicle 0.638 47 0.638 78 41 0.75 0.104 0.630 63 37 0.298 0.047

From the experimental results in Table 2, several observations can be made.
M3SPS1 almost maintains the decision boundary of the original structure, but
the pruning ability is limited. M3SPS2 gains a significant module reduction rate,
but the classification accuracy dropped by an average of 1.3%. This is likely
due to that the decision boundaries sometimes change dramatically and the
classification of the positive points may be affected since too many MIN units
have been removed. When handling complex multi-class problems, we can make
use of the simple decomposition rules of M3 and learn the two-class problems
in parallel. Then the time can cut down greatly. Take Segment as an example,
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parallel M3SPS2 costs only half the response time as nearest neighbor classifier.
And the superiority will be more distinct in solving more complex multi-class
problems.

5 Conclusions and Future Work

We have presented two new pruning algorithms for dealing with redundant MIN
units and developed a process integrating Back Searching algorithm to reduce
the redundancy of the network and optimize the M3 network structure. The
process pays attention to not only massive units but also little modules, and
improves the structure significantly. The experiments verified the validity of the
structure pruning strategies. Compared with instance reduction methods, they
directly concern with decision boundaries, because a module in fact presents a
class boundary. So it may express complex concepts more delicately. However,
more investigations on the criterion of redundancy are still needed. And it should
be noted that this study has examined only hyperplane base classifier. Since the
M3 network is a flexible framework, the user can choose proper base classifier and
module size according to different requirements. One future work will investigate
methods for pruning the min-max modular networks with other base classifiers,
such as the Gaussian zero-crossing function[9], which has an adaptive locally
tuned response characteristic.
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