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Abstract

The ability of human visual system to detect visual

saliency is extraordinarily fast and reliable. However, com-

putational modeling of this basic intelligent behavior still

remains a challenge. This paper presents a simple method

for the visual saliency detection.

Our model is independent of features, categories, or

other forms of prior knowledge of the objects. By analyz-

ing the log-spectrum of an input image, we extract the spec-

tral residual of an image in spectral domain, and propose a

fast method to construct the corresponding saliency map in

spatial domain.

We test this model on both natural pictures and artificial

images such as psychological patterns. The result indicate

fast and robust saliency detection of our method.

1. Introduction

The first step towards object recognition is object detec-

tion. Object detection aims at extracting an object from

its background before recognition. But before perform-

ing recognitive feature analysis, how can a machine vision

system extract the salient regions from an unknown back-

ground?

Traditional models, by relating particular features with

targets, actually convert this problem to the detection of

specific categories of objects[3]. Since these models are

based on training, the expansibility become the bottleneck

in generalized tasks. Facing unpredictable and innumerable

categories of visual patterns, a general purpose saliency de-

tection system is required. In other words, the saliency de-

tector should be implemented with the least reference on

statistical knowledge of the objects.

How is the saliency detection process achieved in hu-

man visual system? It is believed that two stages of visual

processing are involved: first, the parallel, fast, but simple

pre-attentive process; and then, the serial, slow, but com-

plex attention process. Properties of pre-attentive process-

ing have been discussed in literature [27, 24]. In this stage,

certain low level features such as orientation, edges, or in-

tensities can “pop up” automatically. From a viewpoint of

object detection, what pops up in the pre-attentive stage is

the candidate of an object. In order to address a candidate

that has been detected but not yet identified as an object,

Rensink introduced the notion of proto objects in his coher-

ence theory [15, 13, 14].

To find the “proto objects” in a given image, models

had been invented in the field of machine vision. Based

on Treisman’s integration theory [24], Itti and Koch pro-

posed a saliency model that simulates the visual search pro-

cess of human [8, 6, 7]. More recently, Walther extended

the saliency model, and successfully applied it to object

recognition tasks[26]. However, as a pre-processing sys-

tem, these models are computationally demanding.

Most of the detection models focus on summarizing the

properties of target objects. However, general properties

shared by various categories of objects are not likely to ex-

ist. In this paper, we pose this problem in an alternative

way: to explore the properties of the backgrounds.

In Section 2, the spectral residual is introduced. Starting

from the principle of natural image statistics, we propose a

front-end method to simulate the behavior of pre-attentive

visual search. Different from traditional image statistical

models, we analyze the log spectrum of each image and

obtain the spectral residual. Then we transform the spec-

tral residual to spatial domain to obtain the saliency map,

which suggests the positions of proto-objects. In Section 3,

we also demonstrate multiple object detection based on the

spectral residual approach.

To evaluate the performance of our method, in Section

4.1, we compare our method with [8] and human-labeled

results. The result indicates that our method is a fast and

reliable computational model form early stage visual pro-

cessing.

2. Spectral Residual Model

Efficient coding is a general framework under which

many mechanisms of our visual processing can be inter-

preted. Barlow [1] first proposed the efficient coding hy-
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pothesis that removes redundancies in the sensory input.

A basic principle in visual system is to suppress the re-

sponse to frequently occurring features, while at the same

time keeps sensitive to features that deviate from the norm

[9]. Therefore, only the unexpected signals can be delivered

to later stages of processing.

From the perspective of information theory, effective

coding decompose the image information H(Image) into

two parts:

H(Image) = H(Innovation) + H(Prior Knowledge),

H(Innovation) denotes the novelty part, and

H(Prior Knowledge) is the redundant information that

should be suppressed by a coding system. In the field of

image statistics, such redundancies correspond to statistical

invariant properties of our environment. These properties

have been comprehensively discussed in literature pertain-

ing to natural image statistics [4, 25, 17, 18]. Now it is

widely accepted that natural images are not random, they

obey highly predictable distributions.

In the following sections, we will demonstrate a method

to approximate the “innovation” part of an image by remov-

ing the statistical redundant components. This part, we be-

lieve is inherently responsible to the popping up of proto-

objects in the pre-attentive stage.

2.1. Log spectrum representation

Of the invariant factors of natural image statistics, scale

invariance is the most famous and most widely studied

property [20, 17]. This property is also known as 1/f law.

It states that the amplitude A(f) of the averaged Fourier

spectrum of the ensemble of natural images obeys a distri-

bution:

E{A(f)} ∝ 1/f. (1)

On a log-log scale, the amplitude spectrum of the ensem-

ble of natural images, after averaging over orientations, lies

approximately on a straight line.

Although the log-log spectrum is theoretically matured

and has been widely used, it is not favored in the analy-

sis of individual images because: (1) the scale-invariance

property is not likely to be found in individual images; (2)

the sampling points are not well-proportioned, the low fre-

quency parts span sparsely on the log-log plane, whereas

the high frequency parts draw together, suffering from noise

[25].

Instead of the log-log representation, in this paper, we

adopt the log spectrum representation L(f) of an image.

Log spectrum can be obtained by L(f) = log
(

A(f)
)

. The

comparison between log-log and log spectrum representa-

tion is shown in Fig.1.

The log spectrum representation has been used in a

series of literature pertaining to statistical scene analysis
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Figure 1. Examples of log spectrum and log-log spectrum. The

first image is the average of 2277 natural images.
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Figure 2. Examples of orientation averaged curves of log spectra.

These curves share similar shape. The log spectrum is computed

from down-sampled image. The size of each log spectrum is 64×
64

[22, 23, 21, 11]. In the following section, we will exploit

the power of log spectrum in saliency detection tasks. Ex-
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Figure 3. Curves of averaged spectra over 1, 10 and 100 images.

amples of the log spectra are presented in Fig.2. We find

that the log spectra of different images share similar trends,

though each containing statistical singularities. Fig.3 shows

the curves of averaged spectra over 1, 10 and 100 images,

respectively. This result suggests a local linearity in the av-

eraged log spectrum.

2.2. From spectral residual to saliency map

Similarities imply redundancies. For a system aiming

at minimizing the redundant visual information, it must

be aware of the statistical similarities of the input stimuli.

Therefore, in different log spectra where considerable shape

similarities can be observed, what deserves our attention is

the information that jumps out of the smooth curves. We

believe that the statistical singularities in the spectrum may

be responsible for anomalous regions in the image, where

proto-objects are popped up.

Given an input image, the log spectrum L(f) is com-

puted from the down-sampled image with height (or width)

equals 64 px. The selection of the input size is related to vi-

sual scale. The relationship between visual scale and visual

saliency is discussed in Section 3.1.

If the information contained in the L(f) is obtained pre-

viously, the information required to be processed is:

H(R(f)) = H
(

L(f)|A(f)
)

, (2)

where A(f) denotes the general shape of log spectra, which

is given as prior information. R(f) denotes the statistical

singularities that is particular to the input image. In this

paper, we define R(f) as the spectral residual of an image.

Shown in Fig.3, the averaged curve indicates a local lin-

earity. Therefore, it is reasonable to adopt a local average

filter hn(f) to approximate the shape of A(f). In our ex-

periments, n equals 3. Changing the size of hn(f) alters

the result only slightly (see Fig.5). The averaged spectrum

A(f) can be approximated by convoluting the input image:

A(f) = hn(f) ∗ L(f), (3)

where hn(f) is an n × n matrix defined by:

hn(f) =
1

n2
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Figure 4. The shape information A(f) is removed from the origi-

nal log spectrum L(f). The uniform distribution of spectral resid-

ual R(f) is desirable since similar response is expected in the neu-

ral representation of images [19].

Input image 3 × 3 filter

5 × 5 filter 7 × 7 filter

Figure 5. An example of using different average filter hn(f) in

Eq.3. The size of hn(f) affects the result only slightly.

Therefore the spectral residual R(f) can be obtained by:

R(f) = L(f) −A(f). (4)

In our model, the spectral residual contains the innova-

tion of an image. It serves like the compressed represen-

tation of a scene. Using Inverse Fourier Transform, we

can in spatial domain construct the output image called the

saliency map. The saliency map contains primarily the non-

trivial part of the scene. The content of the residual spec-

trum can also be interpreted as the unexpected portion of

the image. Thus, the value at each point in a saliency map

is then squared to indicate the estimation error. For better

visual effects, we smoothed the saliency map with a gaus-

sian filter g(x) (σ = 8).



In sum, given an image I(x), we have:

A(f) = ℜ
(

F
[

I(x)
]

)

, (5)

P(f) = ℑ
(

F
[

I(x)
]

)

, (6)

L(f) = log
(

A(f)
)

, (7)

R(f) = L(f) − hn(f) ∗ L(f), (8)

S(x) = g(x) ∗ F−1

[

exp
(

R(f) + P(f)
)

]2

. (9)

where F and F−1 denote the Fourier Transform and Inverse

Fourier Transform, respectively. P(f) denotes the phase

spectrum of the image, which is preserved during the pro-

cess.

3. Detecting proto-objects in a saliency map

The saliency map is an explicit representation of proto-

objects, in this section, we use simple threshold segmenta-

tion to detect proto-objects in a saliency . Given S(x) of an

image, the object map O(x) is obtained:

O(x) =

{

1 if S(x) > threshold,

0 otherwise.
(10)

Empirically, we set threshold = E
(

S(x)
)

× 3, where

E
(

S(x)
)

is the average intensity of the saliency map. The

selection of threshold is a trade-off problem between false

alarm and neglect of objects. A brief discussion of this

problem is provided in Section 4.1.

While the object map O(x) is generated, proto-objects

can be easily extracted from their corresponding positions

in the input image. Multiple targets are extracted sequen-

tially.

3.1. Selection of visual scales

A visual system works under certain scales. For exam-

ple, in a large scale, one may perceive a house as an object,

but in a small scale, it is very likely that the front door of the

house pops up as an object. The selection of scale in our ex-

periment is equal to the selection of the the input image size.

When the image is small, detailed features are omitted, and

the visual search is performed in a large scale. However, in

a finer scale, large features becomes less competitive to the

small but abrupt changes in the image. Changing the scale

leads to a different result in the saliency map. This property

can be illustrated in Fig.7.

The visual scale is tightly related to the optical ability

of the visual sensors. For a pre-attentive task, it is reason-

able to adopt a constant factor as an estimation of the visual

scale. Since the spatial resolution of pre-attentive vision

is very limited [5]. Without a slow process of scrutiniz-

ing, human are not likely to perceive the details of an image
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Saliency map
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Figure 7. An example of attention in different scales.

which corresponds to the high frequency parts in the Fourier

spectrum[12]. According to the simulation experiments, we

find that 64 px of the input image width (or height) is a good

estimation of the scale of normal visual conditions.

4. Experiments and analysis

It is not easy to evaluate the performance of an object

detection system. One of the widely used measurements is

the recording of eye movements [7]. However, this method

is not applicable in our experiments, because an eye tracker

records only positional information – sizes and shape of at-

tended regions cannot be recorded. Furthermore, covert at-

tention plays a role in object detection, proto-objects can be

perceived without apparent eye motion.

4.1. Evaluating the result

In our experiment, we provide 4 naı̈ve subjects with nat-

ural scene images. These images are taken from [11], [10],

and [26]. Each subject is instructed to “select regions where

objects are presented”. If each of the subject reported im-

possible to define an object in a certain image, that image

would be rejected from the data set. At last, 62 images are

collected to test the performance of our method.

The purpose of the experiment is different from segmen-

tation [10]. The main concern in segmentation tasks is the

abrupt changes in space. But in our task, hand labelers con-

centrate only on the edges between the foreground and the

background.

For each input I(x), the binary image obtained from

kth hand-labeler is denoted as Ok(x), in which 1 denotes

for target objects, 0 for background. Given the generated

saliency map S(x), the Hit Rate (HR) and the False Alarm

Rate (FAR) can be obtained:

HR = E
(

∏

k

Ok(x) · S(x)
)

, (11)

FAR = E
(

∏

k

(1 −Ok(x)) · S(x)
)

. (12)
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Figure 6. Detecting objects from input images. Objects are popped up sequentially according to their saliency map intensity.

This criterion states that an optimal saliency detection

system should response low in regions where no hand-

labeler suggests proto-object, and response high in region

where most labelers meet at an consensus of proto-objects.

We compare our result with previous methods in the

field, we also generate the saliency maps based on Itti’s

well known theory [8] as a control set. The MATLAB

implementation of this method can be downloaded from

http://www.saliencytoolbox.net. The image is

down-sampled to 320 × 240 for Itti’s method. For spectral



residual method, each color channel is processed indepen-

dently. In order to make a comparison, we must set either

FAR or HR of the two methods equal. For instance, given

the FAR of the spectral residual saliency maps, we can ad-

just the saliency map of Itti’s method S(x) by a parameter

c:

Ŝ(x) = c · S(x), (13)

and use Ŝ(x) instead of S(x) to compute FAR and HR in

Eq.11 and Eq.12. Similarly, given the HR of Itti’s method,

we linearly modulate the saliency maps generated by spec-

tral residual.

Table 1. Performance of the two methods

Spectral Residual Itti’s Method

HR 0.4309 0.2482
FAR 0.1433 0.1433
HR 0.5076 0.5076
FAR 0.1688 0.2931

Total time 4.014s 61.621s

From the result, we observe that our method provides

overall better performance than Itti’s method. Computa-

tionally, the cost of performing FFT is relatively low – this

brings considerable advantage for a saliency detector, mak-

ing it easier to implement on an existed system.

4.2. Responses to psychological patterns

We also test our method with artificial patterns. These

patterns are adopted in a series of attention experiments

[24, 27] in order to explore the mechanisms of pre-attentive

visual search.

It is widely accepted that certain complex features are

beyond the capability of pre-attentive perception, the more

delicate and time-consuming search process must be em-

ployed to distinguish singularities in patterns such as “clo-

sure” in Fig.9. Correspondingly, our method fails to find

out the unique circle among “c”’s.

5. Discussion

We proposed a method for general purpose object detec-

tion. This method is based on the log spectra representation

of images. Our major contribution is the discovery of spec-

tral residual and its general ability to detect proto-objects.

5.1. The prospect of spectral residual approach

One of the advantages of the spectral residual approach

is its generality. The prior knowledge required for saliency

detection is not necessary in our system. In addition, this

all-in-one definition of saliency covers unknown features

Curve Saliency map Object map Itti’s method

Itti’s method

Itti’s method

Itti’s method

Density Saliency map Object map

Intersection Saliency map Object map

Inverse Intersection Saliency map Object map

Itti’s methodClosure Saliency map Object map

Figure 9. Responses to psychological patterns. In the figure of

“Closure”, no proto object is detected since no pixel has a output

higher than E
`

S(x)
´

× 3.

such as “curve” in Fig.9. Also, the spectral residual resolves

the problem of weighting features from different channels

(for example, shape, texture, and orientations). The result

of our system, in contrast with its simple implementation,

is demonstrated effective. Finally, compared with other de-

tection algorithms, the computational consumption of our

method is extremely parsimonious, providing a promising

solution to real time systems.

5.2. Further work

Is the striking similarities of our results and performance

of human visual system, especially, the response to psycho-

logical patterns, all comes in a coincidence, or if there is

biological implications of the human visual system and the

spectral residual? It has been reported that different objects

with similar frequency spectra interfere with each other [2].

More recent studies also indicate that a visual target takes

more time to be identified when the spectrum of background

is carefully tuned to mask the spectrum of the foreground

[28]. More work is required to discover the spectral proper-

ties of early vision.

In this paper, our discussion is limited to static images.

Although it is possible to compute the saliency map for each



Figure 8. The result of our method in comparison with Itti’s method and the result of human labelers. In each group, we present 1) the input

image, 2) saliency map generated by spectral residual, 3) saliency map generated by Itti’s method, and 4) labeled map of the four labelers.

In the labeled map, the white region represents the hit map, where
Q

Ok(x) = 1; the black region represents the false alarm map, where
Q

(1 −Ok(x)) = 0; and the gray region is selected by some labelers but rejected by others.

frames of a video sequence without considering their conti-

nuity, incorporating motion features will greatly extend the

application of our method. Due to the particularity of mo-

tion features, a unified model of features has not yet been

proposed. Yet, we are glad to see that efforts have been

made in incorporating motion into a general framework of

features [16].

Another potential work is to cooperate our method with

segmentation techniques. Segmentation is an independent

area of research whose primary goal is to separate borders.

In comparison, our method overlooked the spatial homo-

geneity of an object. For instance, in the last example of

Fig.8, the poloists and their horses are separated. In order

to achieve the general purpose object detection, further ef-

forts should be done to delimit a clear border of an object.
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