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Abstract. Implicit discourse relation recognition is an extremely chal-
lenging task, for it lacks of explicit connectives between two arguments.
Currently, most methods to address this problem can be regarded as to
solve it in two stages, the first is to extract features from two arguments
separately, and the next is to apply those features to some standard clas-
sifier. However, during the first stage, those methods neglect the links
between two arguments and thus are blind to find pair-specified clues
at the very beginning. This paper therefore makes an attempt to model
sentence with its targeted pair in mind. Concretely, an LSTM model
with attention mechanism is adapted to accomplish this idea. Experi-
ments on the benchmark dataset show that without the help of feature
engineering or any external linguistic knowledge, our proposed model
outperforms previous state-of-the-art systems.

1 Introduction

Discourse parsing has been shown helpful for many downstream natural language
process (NLP) tasks, such as summarization, question answering. While recently
the field of discourse parsing has been widely studied, implicit discourse relation
classification remains a significant challenge and becomes a performance bot-
tleneck of such systems [9,11]. The main reason that makes implicit discourse
relation classification so difficult is that the absence of discourse connectives
(e.g., so, but et al.), which can explicitly indicate the relation between its gov-
erned arguments with few ambiguousness [18,21]. In other words, implicit dis-
course relation classification requires semantic understanding of both two text
arguments [6].
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Fig. 1. Illustration of our model. The processes of modeling two Arguments are con-
nected via an attention mechanism.

Until now, related works focus on identifying an ideal set of features to bet-
ter represent two arguments, such as exploiting handcrafted features obtained
from external linguistic knowledge [9,12,14,16,20,27,30], feature combination
optimization [19], and using neural network for automatic feature learning [32].
Data selection or augmentation is also applied [3,10,31].

However, in previous works, either of two arguments is simply transformed
into vector representation according to feature designing individually [22–24].
The modeling processes of two arguments are parallel running and independent
to each other. For one who is asked what the relation is between the current
and the previous sentences, one highly possible strategy is to look back into
the previous sentence and find some relevant evidence to make the decision,
i.e., goal-directed observation makes better judgment. Moreover, as plain text
of arguments can be so long that redundant and needless words may also be
contained, conventional models can easily overfit on training corpus. Previous
work has primarily applied attentive neural models to generating text for their
capability of target-guided feature extraction, advancing several fields such as
machine translation [1,15] and sentence summarization [26]. In this work, we
extends these techniques to modeling text pair for discourse relation classifi-
cation. Specifically, we adapt an LSTM model with attention mechanism for
sentence modeling in implicit discourse relation classification, which intends to
filter out useless information and capture critical evidence via pair-guided feature
extraction.

2 Model

The overall model architecture is illustrated in Fig. 1. Without any feature engi-
neering, we just use the original word information as input. Those symbolic data
will first be transformed into distributed vectors (word embeddings) [2] through
an embedding layer.
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Bi-LSTM Sentence Modeling. LSTM [8] is a variant of recurrent neural networks
(RNNs) which has been shown to be an effective tool for sequence modeling
tasks [4,13,29]. Unlike classic bag-of-words model, LSTM constructs sentence
representations as an order-sensitive function. At each time step t, LSTM uses
a memory cell ct ∈ R

H to preserve history information and output a hidden
state ht ∈ R

H as the current sentence representation (Due to the structure of
LSTM, it tends to focus on more recent inputs). The transition equations are
the following:

it = σ(Wixt + Uiht−1 + bi)

ft = σ(Wfxt + Ufht−1 + bf )
ot = σ(Woxt + Uoht−1 + bo)
ĉt = tanh(Wcxt + Ucht−1 + bc)
ct = ft � ct−1 + it � ĉt

ht = ot � tanh(ct)

where xt is the input at the current time step (e.g., t-th word representation),
σ denotes the sigmoid function and � denotes element-wise multiplication.

To fully capture the semantics of natural language, a bidirectional LSTM
[7] is used to modeling the first argument (Arg1) which consists of two LSTMs:
one takes the input word sequence in its original order and the other takes
the sequence in the reverse order. Therefore, the outputs of bi-LSTM include
a sequence of forward hidden states (

−→
h1, . . . ,

−→
hT1) and a sequence of backward

hidden states (
←−
h1, . . . ,

←−
hT1), where T1 is the length of Arg1. We then concatenate

those two sequence into one sequence as h̄j = [
−→
hj

T ;
←−
hj

T ]T . In this way, each
annotation h̄i contains summarized information about the whole input sentence,
but with a strong attention to the details surrounding the i-th word. The resulted
vectors (h̄1, . . . , h̄T1) not only stand as a representation of Arg1 but also serve
as an information source, so called source states, to the followed modeling of the
second argument (Arg2).

Attentive LSTM Sentence Modeling. To generate the representation of Arg2,
one can also use an LSTM to achieve it (See Sect. 3). However, since we already
have the representation of Arg1 and the ultimate goal is to classify the relation
between those two arguments, it should be better to make more purposeful
feature extraction so that more targeted evidence could be detected and focused.
In our model, an attentive LSTM [1] is adapted to fulfill this requirement, which
uses the source states as another input. Concretely, at each time step t, the
actual input to feed the attentive LSTM is calculated as:

xt = g(ct,wt)

where g(·) is a nonlinear, potentially multi-layered function that mixes the infor-
mation of ct and wt, while ct is the collaborate vector detected from source states
and wt is the word representation of the t-th word in Arg2.
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The collaborate vector is computed as weighted sum of source states h̄i:

ct =
T1∑

j=1

αtjh̄j

the weight αtj of source state h̄j is computed by:

αtj =
exp(s(ht−1, h̄j))∑T1
i=1 exp(s(ht−1, h̄i))

where s() is a function to score the importance of each source state based on
previous hidden state ht−1:

s(ht−1, h̄j) = vT
α tanh(Wα[hT

t−1; h̄
T
j ]T + bα)

where vα,bα ∈ R
V and Wα ∈ R

V ×(H1+H2) are trainable parameters, H1, H2 are
the dimensionality of source states and hidden states, respectively. Intuitively,
this score function implements a mechanism of attentive comparison between
the both details of arguments.

After obtaining the hidden states of attentive LSTM, i.e., (h1, . . . ,hT2), to
deal with variable argument lengths and reduce the dimensionality for final clas-
sification, we average the vector representations of both arguments and concate-
nate them into one vector:

h∗ = [(
1
T1

T1∑

i=1

h̄i)T ; (
1
T2

T2∑

j=1

hj)T ]T

where h∗ is the final hidden layer representation of both arguments. Upon the
hidden layer, we stack a Softmax layer for relation classification. During training,
the traditional cross-entropy error combined with an �2 regularization is used as
the loss function:

J(θ) =
1
m

m∑

k=1

− log Softmaxy(k)(h
∗
(k)) +

λ

2
||θ||22

where m is the size of training set, y(k), h∗
(k) are the golden relation and final

representation for the k-th training instance respectively, λ is the regularization
coefficient and θ is the parameter set in our model. The diagonal variant of
AdaGrad [5] with minibatchs is used for the training procedure.

3 Experiments

To evaluate the proposed model, we conducted a series of experiments on the
Penn Discourse Treebank (PDTB) dataset [25]. Following the conventions of
most previous works, we used sections 2–20 in the PDTB as training set, sections
0–1 as development set for hyper-parameter tuning and sections 21–22 as test
set.
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Table 1. Distribution of the second level relation types of implicit relations from
training sections.

Level 1 class Level 2 type Training instances %

Comparison Concession 184 1.43

Contrast 1610 12.54

Pragmatic concession 1 0.01

Pragmatic contrast 4 0.03

Contingency Cause 3277 25.53

Condition 1 0.01

Pragmatic cause 64 0.50

Pragmatic condition 1 0.01

Expansion Alternative 151 1.18

Conjunction 2882 22.46

Exception 2 0.02

Instantiation 1102 8.59

List 338 2.63

Restatement 2458 19.15

Temporal Asynchronous 555 4.32

Synchrony 204 1.59

Setup. The PDTB [25] provides a multi-level hierarchy of discourse relations.
The first level roughly categorizes the relations into four major classes. For each
class, a second level of types is available to make more distinct and pragmatic
description on the relation. However, most of recent works only concern about
recognizing of the first level classes, in the “one-versus-all” binary classification
setting (in fact, at present only two papers are available presenting results on
second level classification). The neglect of deeper processing may be due to the
following reasons: (1) the distribution of second level discourse relation is unbal-
anced; (2) the training instances for each relation type are relatively small. The
distribution of 16 second level relation types of implicit relations from training
sections is shown in Table 1.

In this paper, we attack the second level relation classification as it is more
challenging but more relevant for the ultimate use of discourse parsing, and the
more general multi-classes classification setting is adopted.

Implement Details. Pre-training the word embeddings on large unlabeled data
has been found to benefit the performance of neural network models on many
tasks. We therefore use word2vec1 [17] toolkit to initialize the word embedding
matrix M. According to early experiments on development set, we empirically
set d = 300, H1 = 300, H2 = 300 and V = 100. We also found that dropout

1 http://code.google.com/p/word2vec/.
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Table 2. Performance comparisons of baseline models.

Models Accuracy (%)

Most common class 26.63

Arg1 only 36.38

Arg2 only 40.81

Arg1 + Arg2 42.93

Arg2 + attentive Arg1 45.14

Arg1 + attentive Arg2 45.81

Table 3. Comparisons with previous models.

Models Accuracy (%)

[12] –

+ Surface features 40.20

+ Brown cluster 40.66

[9] 36.98

+ Surface features 43.75

+ Entity semantics 37.63

+ Both 44.59

This work 45.81

[28] on the embedding layer with dropout rate 0.5 can significantly improve the
overall performance.

Model Analysis. To reveal the effect of pair-aware sentence modeling, we re-
implemented several simplified versions of our model as baseline models: one
without the attention mechanism, one only uses features in Arg1 and the other
only uses Arg2. We also tried swapping the positions of two arguments. The
results are listed in Table 2. As we can see, the performance is significantly
boosted by exploiting pair-aware sentence modeling. Moreover, it is interesting
to see that the Arg2-only one yields similar results compared to none attention
model, and attentive model has substantial improvements on both of them. It
demonstrates that pair-specific evidence can be easily ignored without guiding
information.

Results. The comparisons of previous models and our model are shown in
Table 3. Note that previous methods exploited massive hand-crafted surface fea-
tures (word pair features, constituent parse features, dependency parse features,
and contextual features), or other external linguistic knowledge such as Brown
clusters and entity semantics [9], while our proposed model simply uses word
information. However, with the ability of extracting pair-specified features, our
model achieves even better results against them.
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4 Conclusion and Future Work

This paper presents a pair-aware sentence modeling method for implicit discourse
relation classification. Unlike previous works, the proposed model generates
sentence representations via pair-specified feature extraction. Experiments on
benchmark dataset show that with an attention mechanism, our model achieves
improved performance over baseline models and outperforms previous state-of-
the-art methods in the way without any feature engineering.

Although the proposed method is originally designed for implicit discourse
relation, it can be easily generalized to other text relation classification tasks,
such as paraphrase detection.
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