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Abstract Text categorization refers to the task of assigning
the pre-defined classes to text documents based on their
content. k-NN algorithm is one of top performing classi-
fiers on text data. However, there is little research work on
the use of different voting methods over text data. Also,
when a huge number of training data is available online,
the response speed slows down, since a test document has to
obtain the distance with each training data. On the other hand,
min–max-modular k-NN (M3-k-NN) has been applied to
large-scale text categorization. M3-k-NN achieves a good
performance and has faster response speed in a parallel com-
puting environment. In this paper, we investigate five dif-
ferent voting methods for k-NN and M3-k-NN. The
experimental results and analysis show that the Gaussian
voting method can achieve the best performance among all
voting methods for both k-NN and M3-k-NN. In addition,
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1 Introduction

The ever-increasing Web documents are available over Inter-
net, which makes it difficult to manage these documents and
to retrieve useful information from these documents. Text
categorization has become one of the most important tech-
niques to handle the problem. Text categorization aims to
automatically assign documents into some predefined cate-
gories. Many machine learning methods (Yang and Chute
1994; Joachims 1997; Joachims 1998; Nigam et al. 1999;
Yang and Liu 1999; Sebastiani 2002) have been proposed to
this end. Among these methods, k-NN algorithm has been
widely used as a basic algorithm for text categorization,
since it is simple yet efficient. In Yang (1999), Bergo (2007),
Sebastiani(2002), it shows that although not perfect, k-NN is
the best overall performing system on diverse sets. Despite its
good performance, k-NN, however, has not been employed
as widely in applications where very large high-dimensional
data are involved. One main reason is the computational com-
plexity of distance computation in high-dimensional space,
often regarded as prohibitive.

On the other hand, parallel processing is an effective tech-
nique for scaling up the learning algorithm. Lu and Ito (1999)
proposed a min–max-modular (M3) network for solving
large-scale and complex multi-class classification problems
effortlessly and efficiently. And the network model has been
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applied to learning large-scale, real world multi-class
problems such as part-of-speech tagging and classification of
high-dimensional, single-trial electroencephalogram signals
(Lu et al. 2004b). Recently, Lu et al. (2004a) have propo-
sed a part-versus-part task decomposition method and a new
modular support vector machine, called min–max-modular
support vector machine (M3-SVM), which was developed
for solving large-scale pattern classification problems (Wang
et al. 2005; Fan and Lu 2005; Liu et al. 2005a; Lian et al.
2005; Yang and Lu 2006; Luo and Lu 2006). Meanwhile,
Zhao and Lu (2004, 2006) combined k-NN with M3-network
and obtained a comparable yet efficient performance to k-NN
based on the Euclidean distance metric.

The k-NN classifier tries to estimate the conditional class
probabilities from samples in a local region of the data space.
Usually, the majority voting method and Euclidean distance
metric is used. However, majority voting method simply
assumes the k nearest neighbors of a data point to be contai-
ned in a region of relatively small volume, so that sufficiently
good resolution in the estimation of different conditional den-
sities can be obtained. Unfortunately, this is not the case. To
estimate different conditional densities, some other voting
methods need to be explored. To our best knowledge, few
literature investigates k-NN with different voting methods
on the text data, which are high-dimensional and sparse. In
addition, M3-k-NN is a parallel ensemble of multiple k-NN
classifiers, which boost the test speed in parallel computing
environments. Therefore, we are interested in application
of different voting methods to M3-k-NN. In the paper, we
introduce some voting techniques other than majority voting
method into M3-k-NN to investigate the effect of perfor-
mance on M3-k-NN.

The remainder of this paper is organized as follows. Sec-
tion 2 gives a brief introduction to min–max-modular k-
NN. Section 3 introduces k-NN classifier and four voting
methods in detail. Experiments and discussions are presen-
ted in Sect. 4. Section 5 concludes this paper.

2 Min–max-modular k-NN

In this section, we give a brief introduction to the min–
max-modular k-Nearest Neighbor (M3-k-NN). M3-k-NN is
a framework that divides a complex classification problem
into many relatively smaller independent two-class subpro-
blems, construct sub-classifers by k-NN algorithm, and then
integrates these smaller k-NN classifiers according to two
module combination rules, namely the minimization prin-
ciple and the maximization principle (Lu and Ito 1997; Lu
and Ito 1999). The model has three basic components: task
decomposition, concurrent learning, and module combina-
tion. Since k-NN is an algorithm with little learning, we only
focus on task decomposition and module combination.

2.1 Task decomposition

Let T be the training set for an M-class classification pro-
blem,

T = (Xl , Yl)
L
l=1, (1)

where Xl ∈ X ⊂ Rn is the input vector, Yl ∈ Y ⊂ RM is
the desired output, and L is the total number of training data.

It has been suggested that an M-class problem can be divi-
ded into M(M −1) relatively smaller two-class subproblems
based on the class relations among training data (Lu and Ito
1997). However, in these M(M −1) two-class subproblems,
we can observe that half of subproblems need to be learned
and another half of subproblems are the same as the previous
ones from the point of view of pattern classification. The
training set for each of the two-class subproblems is given
by

Ti j = {(X (i)
l ,+1)}Li

l=1 ∪ {(X ( j)
l ,−1)}L j

l=1

for i = 1, 2, . . . , M and j = i + 1, . . . , M (2)

where X (i)
l ∈ Xi and X ( j)

l ∈ X j are the training inputs
belonging to class Ci and class C j respectively, Xi is the
set of training inputs belonging to class Ci , X j is the set of
training inputs belonging to class C j , Li and L j denotes the
numbers of data in Xi and X j , respectively,

⋃M
i=1 Xi = X ,

and
∑M

i=1 Li = L .
If some of the two-class problems defined by Eq. 2 are still

large and hard to be learned, such problems can be further
broke into many two-class problems as small as the user
expects (Lu and Ito 1999). Assume that Xi is partitioned into
Ni (1 ≤ Ni ≤ Li ) subsets in the form

Xi j =
{

X (i j)
l

}L( j)
i

l=1
for j = 1, . . . , Ni

and i = 1, . . . , M, (3)

where
⋃Ni

j=1 Xi j = Xi .

According to the above partition of Xi , the two-class pro-
blem Ti j defined by Eq. 2 can be divided into Ni × N j relati-
vely smaller and simpler two-class subproblems. The training
set for each of the two-class subproblems is given by

T (u,v)
i j =

{(
X (iu)

l ,+1
)}L(u)

i

l=1
∪

{(
X ( jv)

l ,−1
)}L(v)

j

l=1

for u = 1, . . . , Ni , v = 1, . . . , N j ,

i = 1, . . . , M and j = i + 1, . . . , M. (4)

where X (iu)
l ∈ Xiu and X jv

l ∈ X jv are the training inputs
belonging to class Ci and class C j
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From Eqs. 2 and 3, we see that an M-class problem can
be decomposed into

∑M−1
i=1

∑M
j=i+1 Ni × N j two-class

subproblems. This decomposition process is simple and
domain-specific knowledge concerning the problem decom-
position is not required. Therefore, any large-scale problem
can be easily decomposed into a number of two-class sub-
problems as small as a user needs.

For ease of description, we assume that each class has the
same number of training data J . Let L be the total number
of training data for an M-class classification problem, and
L = M × J . If an M-class problem is decomposed into

(M
2

)

two-class subproblems, the number of training data for each
of the two-class subproblems is 2 × J .

If an M-class problem is decomposed into
∑M−1

i=1∑M
j=i+1 Ni × N j two-class subproblems, the number of trai-

ning data for each of the two-class subproblems is about

�J/Ni� + �J/N j� (5)

where �z� denotes the smallest integer greater than or equal
to z.

Since each of the two-class subproblems can be treated as
completely independent problems in the training phase, all
of the problems can be learned in parallel.

2.2 Module combination

These completely independent modules need to be combined
in a reasonable and elegant way. Consequently, M3 model has
proposed a simple yet effective way to perform it. After trai-
ning each module which is assigned to learn associated sub-
problems, all of the individual trained modules can be easily
integrated into an M3 network according to the minimization
principle and the maximization principle.

Specifically, these submodules are integrated into a M3-
network with L(u)

i MIN units and one MAX unit according
to two combination principles (Lu and Ito 1997; Lu and Ito
1999; Lu and Ichikawa 2000) as follows:

Bu
i j (x) =

L(v)
i

min
v=1

B(u,v)
i j (x)

and

Bi j (x) = L(u)
i

max
u=1

Bu
i j (x) (6)

where B(u,v)
i j (x) denotes the output function of the classifier

corresponding to the two-class subproblem T (u,v)
i j , Bu

i j (x)

denotes the transfer function of a combination of multiple
classifiers integrated by the MIN unit and Bi j (x) denotes the
resulting output of a combination of multiple MIN units by
MAX principle.

3 Voting methods for k-NN

3.1 k-NN algorithm

The k-NN algorithm has been introduced by Fix and Hodges
(Fix and Hodges 1951) and has since become well-known
in the pattern recognition literature. Also, it is one of top
performing methods of automatic text categorization (Yang
and Liu 1999; Sebastiani 2002; Lewis et al. 2004; Liu et al.
2005b). In text categorization, k-NN algorithm typically is
used as follows. Given a test document d, the system finds the
k nearest neighbors among training documents, and exploit
their classes to weight class candidates. The similarity score
of each nearest neighbor document to the test document is
used as the weight of the classes of the neighbor document.
If more than one of k nearest neighbors share a class, these
weights of that class are added together, and the resulting
weighted sum is used as the likelihood score of that class
regarding the test document. Consequently, a ranked class
list is obtained for the test document by sorting the scores of
each possible classes. The decision rule can be formulated
as follows:

score(d, ci ) =
∑

d j ∈kNN(d)

Sim(d, d j )δ(d j , ci ) (7)

where kNN(d) indicates the set of k nearest neighbors of
document d; δ(d j , ci ) is 1 if document d j belongs to class ci

and 0 otherwise and Sim(d, d j ) denotes the similarity metric
between d and d j . For test document d, it is assigned the class
with the highest score.

3.2 Different voting methods

A k-NN classifier tries to estimate the conditional class pro-
babilities from samples in a local region of the data space.
Typically, we apply a majority voting method to k-NN, which
regards each neighbor in its neighbors equally. However, we
might want to weight nearer neighbors more heavily. Cover
and Hart (1967) have proved that as the number N of samples
and k tend to infinity in such a manner that k/N → 0, the
error rate of the k-NN rule approaches the optimal Bayes
error rate. However, in the finite sample case, the majority-
voting k-NN rule is not guaranteed to be optimal way of
exploited the information provided by the neighborhood of
unclassified patterns, since it simply assume that the suffi-
ciently good resolution in the estimated different conditional
densities in a region of relatively small volume. In practice,
since the number of samples is finite, the closest neighbors
do not provide the sufficient information about the different
conditional densities. Thus, the distance between x and one
of its closest neighbors may provide more clues for the esti-
mation of the conditional densities.
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Dudani (1976) proposed three different methods. The first
is referred to linear voting method, in which the nearest
neighbor gets a weight of 1, the furthest neighbor a weight
of 0, and the other weights are scaled linearly to the interval
in between. The method can be formalized as follows:

w j =
{

dk−d j
dk−d1

, if dk �= d1

1, if dk = d1
(8)

where d j is the distance to the query of the j th nearest neigh-
bor, d1 is the nearest neighbor, and dk is the furthest (or kth)
neighbor.

The second is the inverse distance, that is, the neighbors of
a query are assigned the weight reciprocally to the distance to
vote for the predicted class. In text categorization, this voting
policy is the variant of the method, since a similarity measure
is the converse of a distance function. In pattern recognition
community, the distances between a query and samples in
training set are calculated, while in text categorization, simi-
larities between a query and samples in training set are used.
Usually, similarity metric is the reciprocal of distance metric.
For clarity, we use distance metric in this paper. The inverse
distance method can be formulated as follows:

w j = 1

d j
if d j �= 0 (9)

The third is the rank voting method. Its basic idea is to
consider the ranking position according to the ranked list of
the distances between a query and samples in training set and
then to weight more the sample with high rank. We formulate
the method as follows.

w j = k − j + 1 (10)

In this paper, Gaussian voting method was also investiga-
ted, since a lot of events conform to Gaussian distribution. It
is also based on the same idea as three aforementioned voting
methods that a training sample closer to the test sample will
have a higher influence on the final classification compared
to a sample that is further away from the test sample. Howe-
ver, various methods employ difference descending function.
Gaussian voting method uses the following equation:

w j = 1√
2πδ

exp−d2
j /2δ2

(11)

Now, to generalize k-NN algorithm with different voting
methods, we reformulate Eq. 7 as follows:

score(d, ci ) =
∑

d j ∈kNN(d)

W(dis(d, d j )δ(d j , ci )) (12)

where dis(d, d j ) denotes the distance between document d
and document d j , and W denotes the weight function.

Table 1 Distributions of training and test data of the extracted subset
from Yomiuri news corpus

# Category # data

Training # of subsets Test

c1 Events 31354 98 2714

c2 Core industry 39608 124 3363

c3 Environment 21247 67 1371

c4 Culture 3344 11 357

c5 Food 19645 62 1992

c6 Labor 5757 18 317

c7 Fishery 320 1 17

c8 Diplomacy 767 3 43

c9 Music 2274 8 164

c10 Social security 3654 12 226

total 127970 404 10564

Here ‘# of subsets’ indicates the number of sub-modules randomly
divided by M3-k-NN when the size of a module is 320

4 Experiments

4.1 Experimental setup

In the section, we present our results on Yomiuri News Cor-
pus, which is the largest corpus currently consisting of
2,190,512 documents in the full collections from the years
1987 to 2001. Since the simulations are conducted on a PC
machine with Pentium D 2.8 GHz CPU and 2.0 GB memory,
time spent on a very large amount of corpus is large and thus
we extract one subset of the corpus, which contains 127,970
training samples and 10,564 test samples. The details are
described in Table 1.

In all the experiments, we use 5000 features for which
χ2 statistical method was applied and adopt tf-idf weigh-
ting scheme to weight each feature. Additionally, each vector
representation is L2-normalized to a unit vector. In the simu-
lations, according to Eq. 2, the text categorization problem is
divided into

(10
2

)
= 45 two-class subproblems. From Table 1

and the definition of the two-class subproblems, we see that
the number of training data for the smallest two-class subpro-
blem T78 is 1,087, while the largest two-class subproblem T12

is 71,062. Although these two-class subproblems are smaller
than the original problem, they are not adequate for massi-
vely parallel computation. In order to speed-up response of
k-NN algorithm during recognition phase, we should further
decompose each of the bigger two-class subproblems into a
number of relatively smaller and simpler two-class subpro-
blems. By using the decomposition method, each of the trai-
ning sets for the bigger two-class subproblems is randomly
divided into a number of relatively smaller subsets according
to Eq. 4.
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Fig. 1 Micro-F1 and Macro-F1 results of different weighted-distance methods with Euclidean distance. The first row shows the results of
M3-k-NN, and the second row shows the results of k-NN

In the simulation, the size of the modular is taken as
320, since the number of the smallest class in training set
is 320. The samples in each class are divided approxima-
tely equally. In addition, two distance metrics were used.
One is Euclidean distance metric, which is a common metric
used in pattern recognition community. Another is cosine
distance metric, which is typically used to measure the simi-
larity between documents. However, for a voting method, it
is typically based on distance metric, which is dissimilarity
between documents. Therefore, for a uniform presentation,
we used angular distance metric as another metric in our
experiments. Specifically, the angular distance corresponds
to the arc cosine between two documents.

4.2 Performance measure

To evaluate the effectiveness of a text categorization system,
we use the standard recall, precision and F1 measure. Recall
is defined to be the ration of the number of the correctly assi-
gned documents to the number of positive samples. Precision
is the ratio of the number of the correct documents in the
positively assigned documents. The F1 measure combines

recall and precision in the following way:

F1 = 2 × Recall × Precision

Recall + Precision

For convenience, we summarize the F1 scores over the
different categories by the macro-average of F1 scores and
over all the samples by the micro-average F1 scores. The two
measures are called Macro-F1 and Micro-F1, respectively.
Macro-F1 emphasizes the performance of the system on rare
categories, while Micro-F1 embody the performance of the
system on major categories since they contain more samples.

In addition, Macro-recall is defined to be average recall
over categories and Macro-precision is defined to be average
precision over categories.

4.3 Results and discussion

The experimental results of k-NN and M3-k-NN using
Euclidean distance metric are shown in Figs. 1 and 2. The
results of k-NN and M3-k-NN using angular distance metric
are shown in Figs. 3 and 4. When Gaussian voting method
is used for k-NN and M3-k-NN based on Euclidean distance
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Fig. 2 Micro-precision and Macro-recall results of different weighted-distance methods with Euclidean distance. The first row shows the results
of M3-k-NN, and the second row shows the results of k-NN

metric, δ value was taken 1.0 empirically. In addition, when
angular distance metric was used, δ value was set to 0.4
empirically.

• We can observe that M3-k-NN and k-NN can achieve
almost the same best performance on both Micro-F1 and
Macro-F1 . It is worthwhile to notice that the Macro-F1
of M3-k-NN is higher than k-NN, when angular distance
metric is applied. Although data decomposition makes
data more sparse, M3-network structure results in a com-
paratively good performance.

• M3-k-NN uses less k value to achieve its peak perfor-
mance on both Micro-F1 and Macro-F1 than traditional
k-NN. Multiple parallel modules lead to more samples
involved in the final decision and thus a small k value is
needed to achieve the optimal performance.

• When we use Euclidean distance metric, Macro-precision
is raised with k value increasing. However, an opposite
case occurs when angular distance metric is used. This
may be because angular distance metric is more appro-
priate for text data than Euclidean distance.

• Linear voting method is superior to the other methods at
larger values of k and its best performance is better than
other methods.

In order to have a close look to the five different voting
methods, these methods are depicted in Fig. 5. The linear
voting method is an adaptive voting method which adapt
the effective size of the neighborhood to the local proper-
ties of the data and thus often can achieve a good perfor-
mance in all experiments. In contrast, inverse distance voting
method makes a global assumption about the relevance gra-
dient, which leads to a comparatively poor performance. In
addtion, since 1√

2πδ
is a constant after δ is assigned, Guassian

voting function just uses exp−d2
j /2δ2

with δ=1 for illustration.
For Guassian voting method, an assumption is made that the
relation between a distance and its voting weight conforms to
Guassian distribution. In Euclidean space, sparse and high-
dimensional characteristics of text data results in large dis-
tance between a query and training samples and thus its prac-
tical performance is similar to the majority voting method.

From Fig. 5, we can see that the weight is a number close
0 when the distance is greater than 2. That is, the nearest
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Fig. 3 Micro-F1 and Macro-F1 results of different weighted-distance methods with the angular distance metric. The first row shows the results
of M3-k-NN, and the second row shows the results of k-NN
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Fig. 4 Micro-precision and Macro-recall results of different weighted-distance methods with the angular distance metric. The first row shows the
results of M3-k-NN, and the second row shows the results of k-NN
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Fig. 5 Illustration of four
different voting methods. Left
top is linear voting method;
right top is inverse distance
voting method; left bottom is
Gaussian voting method; and
right bottom is rank voting
method. Here d1 denotes the
distance of the nearest neighbor
and dk denotes the distance of
the furthest (kth) nearest
neighbor, and red line indicates
majority voting method
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neighbors with the distance greater than 2 are treated equally.
However, its overall performance is the best over micro-F1
measure among the five methods in a comparatively compact
distance space. It benefits from the narrow interval of angular
distance ([0, π/2]). In addition, rank voting method is also an
adaptive method, but it ignores the length of the distance and
focuses on the rank of the distance. Therefore, it does not
produce an expected performance. As for majority voting
method, it is a common method for voting. Although for
k-NN, a comparatively poor performance is produced, for
M3-k-NN based on the angular method, the best macro-F1
value is generated.

To compare M3-k-NN with k-NN, the best performance
for each voting method is summarized in Table 2. From
this table, we can see that Guassian voting method based
on angular distance achieves the best micro-F1 performance
over both k-NN and M3-k-NN. In addition, for k-NN, linear
voting method obtains the best macro-F1 performance, while
for M3-k-NN, simple majority voting method gets the best
macro-F1 performance.

4.4 Time complexity analysis

For an M-class problem, we suppose that the number of all
training samples is N . Predication for one new query will
be done in O(N ), since k-NN needs to retrieval all training
samples to acquire k nearest neighbors. When M3-k-NN is

Table 2 The best performance and the corresponding k value of dif-
ferent voting methods based on two distance metrics

Voting k-NN (%) M3-k-NN (%)
method

Micro-F1 k Macro-F1 k Micro-F1 k Macro-F1 k

Majority 79.31 13 66.20 3 78.59 1 64.72 1
86.53 11 73.61 3 86.31 3 76.04 3

Linear 79.94 17 67.53 7 79.20 5 66.56 5
87.07 17 74.53 11 86.53 7 75.04 5

Inverse 78.99 13 66.20 3 78.59 1 64.72 1
86.79 13 74.35 5 84.51 5 72.50 1

Rank 79.17 17 65.58 5 79.09 3 65.01 3
87.00 15 74.50 5 84.77 7 72.12 5

Gaussian 78.92 13 66.20 3 78.59 1 64.72 1
87.13 13 74.50 5 87.02 5 75.44 5

For each voting method, the data in the first row is based on Euclidean
distance metric, and the data in the second row is based on angular
distance metric

used in the simulations for an M-class problem, the M-class
problem is first decomposed into M(M − 1)/2 two-class
problem and then each two-class problem is handled via M3-
k-NN. Although it seems to increase computational load, the
computation can be done in a parallel way. When M3-k-NN
is not used in a parallel environment, the computation can
be done in about 2N/M . If we apply M3-k-NN to each two-
class problem in a parallel way, the computational time will
be sharply down with the decrease of each modular size. In
the extreme case, if the number of positive samples is M1
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and the number of negative samples is M2 in each smaller
modular classifier, the computation will be done in 2N/(M×
M1 × M2).

5 Conclusion

In this paper, we have compared several voting methods for
k-NN and M3-k-NN. The experimental results show that the
majority voting method can achieve the best macro-F1 per-
formance when M3-k-NN is applied to text categorization,
while linear voting method can obtain the best macro-F1
performance when k-NN is used. In addition, the Gaussian
voting method can achieve the best micro-F1 performance
for both k-NN and M3-k-NN. From the experiment results,
we can see that M3-k-NN has two important advantages over
traditional k-NN. 1) M3-k-NN can use less k value to achieve
peak performance than k-NN, and 2) M3-k-NN can spend less
time to complete prediction than k-NN in a parallel compu-
ting environment. As to future work, we will use a combi-
nation of several distance-weighted policies for M3-k-NN,
since different methods have complementary performance
when k value is small, and improve the Gaussian voting
method by automatically adjusting its δ parameter.
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