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Prediction of protein subcellular localization is an important issue in computational biology because it
provides important clues for the characterization of protein functions. Currently, much research has been
dedicated to developing automatic prediction tools. Most, however, focus on mono-locational proteins,
i.e., they assume that proteins exist in only one location. It should be noted that many proteins bear
multi-locational characteristics and carry out crucial functions in biological processes. This work aims
to develop a general pattern classifier for predicting multiple subcellular locations of proteins. We use
an ensemble classifier, called the min-max modular support vector machine (M3-SVM), to solve protein
subcellular multi-localization problems; and, propose a module decomposition method based on gene
ontology (GO) semantic information for M3-SVM. The amino acid composition with secondary structure
and solvent accessibility information is adopted to represent features of protein sequences. We apply our
method to two multi-locational protein data sets. The M3-SVMs show higher accuracy and efficiency
than traditional SVMs using the same feature vectors. And the GO decomposition also helps to improve
prediction accuracy. Moreover, our method has a much higher rate of accuracy than existing subcellular
localization predictors in predicting protein multi-localization.

Keywords: Protein subcellular multi-localization; min-max modular; support vector machine.

1. Background

In order to carry out their cellular functions, proteins
need to be in the right compartments. Identification
of subcellular location can provide information help-
ful for understanding protein function, regulation

and protein-protein interaction. And, efficient com-
putational tools can save costly and laborious wet-
lab experiments. Therefore, prediction of protein
subcellular localization has been an active research
topic in bioinformatics in the last decade.1–5

∗This work was mainly done while this author was a PhD student at the Department of Computer Science and Engineering,
Shanghai Jiao Tong University.
¶Corresponding author.

13

In
t. 

J.
 N

eu
r.

 S
ys

t. 
20

10
.2

0:
13

-2
8.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 S
H

A
N

G
H

A
I 

JI
A

O
T

O
N

G
 U

N
IV

E
R

SI
T

Y
 o

n 
12

/2
4/

23
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.

http://dx.doi.org/10.1142/S0129065710002206


February 11, 2010 9:33 S0129065710002206

14 Y. Yang & B.-L. Lu

To develop automatic tools for subcellular local-
ization, machine learning methods, such as neural
networks,6 hidden Markov models (HMMs)7 and
support vector machines (SVMs),4, 8, 9 have been
widely used thanks to the abundance of proteins with
known locations in the public databases. In recent
years, some freely accessible web-servers have been
developed. Especially, Chou and Shen have pub-
lished a series of web-servers, namely Hum-Ploc,10

Gpos-Ploc,11 Virus-Ploc12 and Euk-Ploc13 for pre-
dicting subcellular localization of proteins from dif-
ferent species, Nuc-Ploc14 for predicting subnuclear
localization, and a web-server package, Cell-Ploc,15

for predicting subcellular localization of proteins in
six different organisms. These web-servers provide
great convenience for biological scientists working in
this area.16

The extracted features used in these classifiers
fall into two types: sequence-based and annotation-
based. Sequence-based methods use k-mer compo-
sition, or represent sequences as condensed fea-
ture vectors using pseudo-amino acid composi-
tion,3 signal-processing and text processing tech-
niques.17, 18 N-terminal signals are very effective in
identifying mitochondrial, chloroplast, and secre-
tory pathway proteins. But sometimes the leading
sequences of the test proteins are missing, and for
many locations, no obvious sorting signal can be
detected. Hence, we mainly use global sequence fea-
tures. As annotation improves and becomes more
abundant, many studies use annotation-based meth-
ods, including motifs, function domains, or gene
ontology (GO)19 to improve prediction accuracy.

Most of these studies focus on mono-locational
proteins, i.e., they assume that proteins exist in
only one cellular compartment. This is not always
the case. Many proteins are multi-locational. They
translocate into different compartments, or secret
out of the cell. In most of the previous prediction
systems, such proteins were discarded or treated like
mono-locational proteins. This kind of proteins are
quite common and play an important role in bio-
logical processes.20 For example, 39% of organellar
proteins in mouse liver have multiple locations.21

Cai and Chou22 dealt with such proteins in budding
yeast by unfolding multi-label data. A tri-localized
protein would be unfolded into three distinct sam-
ples with different labels and then predicted. In
essence, their method treats the multi-locational

proteins like single-locational ones. Certain strate-
gies and evaluation measures are needed to deal with
the multi-locational cases. Chou and Shen discussed
the multiplex protein problem in a comprehensive
review.23 And several recently developed classifiers
can deal with the multi-locational proteins, such as
Hum-mPLoc,24, 25 Euk-mPLoc26 and Cell-PLoc.15

In our previous studies,27, 28 we collected the
multi-locational proteins from Swiss-Prot.29 How-
ever, the annotations on subcellular localization are
incomplete for many entries, so the performance
of the prediction system would be underestimated.
Recently, Zhang et al.30 published a database of pro-
teins with multiple subcellular locations, collected
from multiple sources including primary protein
databases and experimentally determined subcellu-
lar localization databases. Given high quality of the
database, the performance of predictors for multi-
locational proteins is estimated more accurately.

The most widely-used method for solving multi-
label tasks is to split the original problem into a
set of binary classification tasks using a one-versus-
rest decomposition strategy. Using this strategy, the
binary problems have the same scale of the origi-
nal problem, and become imbalanced regarding the
numbers of samples from the two classes. A less
common method regards each different subset of the
total label set as a new label. This method considers
correlations among labels, but results in too many
labels, the majority of which are associated with very
few examples.31 An alternative method is to conduct
single-label classification with label ranking.32 In this
case, the size of the label set of the test samples needs
to be specified.

In this paper, we use a min-max modular support
vector machine (M3-SVM) to predict protein subcel-
lular multi-localization. The classifier is an ensemble
of support vector machines (SVMs),33 and works in
a ‘divide and conquer’ manner. Ensemble classifiers
are widely used to improve the generalization per-
formance over single classifiers.34, 35 To solve a large-
scale and complex multi-label problem, our method
consists of three main steps: (a) decompose the orig-
inal problem into two-class problems; (b) further
decompose the two-class problems which are difficult
to be learned into a number of relatively smaller and
balanced two-class subproblems. (c) combine all the
submodules into a hierarchical, parallel, and modular
pattern classifier.
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The purpose of developing an ensemble classifier
is multifold. One, as the number of protein sequences
and various annotation data grow rapidly, the scale
of classification problems expands accordingly. Due
to limitations on computation and memory capac-
ity, traditional methods may be incompetent when
the size of data set and the dimensionality of data
increase significantly. The state-of-the-art classifier,
SVMs, have demonstrated to be powerful tools for
subcellular localization,4, 8, 9 membrane protein types
prediction,36 image segmentation,37 gender classifi-
cation,38 etc. But they still suffer from the complex-
ity of their training algorithms, while the ensem-
ble classifier can implement parallel learning and is
suited for large-scale problems.

Two, the subcellular localization prediction is
generally an imbalanced classification problem. The
numbers of proteins located in different compart-
ments vary significantly, i.e., the class distribution
is uneven. For example, proteins in the cytoplasm,
membrane and nucleus are much more numerous
than those in other locations.

A number of approaches have been proposed to
address the class imbalance problem. Oversampling
and undersampling are two typical methods. The
oversampling approach39 duplicates data from the
minority class; the undersampling approach elimi-
nates data from the majority class. Both methods
aim to re-balance the classes. Oversampling increases
the complexity of the classification problem, while
undersampling results in information loss. Although
SVMs make the decision boundary based only on
support vectors rather than all data samples, they
still can not work well in class imbalance problems
because of the imbalanced support vector ratio and
weakness of soft-margins.40, 41 Adjusting the misclas-
sification costs of positive and negative classes was
suggested by Veropoulos et al.,42 but it does not help
SVM accuracy as much as would be expected.41

Our M3-SVM classifier is suited for imbalanced
classification problems. It decomposes the original
problem into relatively balanced subproblems in
order to eliminate the skew of the decision boundary.
It has the following three advantages over traditional
SVMs: (a) a large-scale and complex multi-class
problem can be decomposed to two-class subprob-
lems as small as necessary; (b) the two-class sub-
problems are independent to each other, therefore,

they can be solved in parallel without the trou-
ble of communication; (c) the two module combi-
nation principles are simple, and easily implemented
in software and hardware. How to decompose the
data set of a class for an M3-classifier has not yet
been perfectly solved. Random decomposition is the
most straightforward way, dividing the majority and
minority classes randomly into nearly equal sizes.
But it cannot ensure stable performance. In this
paper, we propose a new decomposition method
based on biological prior knowledge, i.e., GO anno-
tation. We noticed that for many pattern classifica-
tion problems, the training data are organized by
some prior knowledge, which could be useful clues to
data decomposition. Here, we calculate the semantic
similarity of GO terms, use the similarity to cluster
proteins and partition training data for the proposed
ensemble classifier.

Many studies have indicated that sequence-
based prediction approaches, such as protein sub-
cellular location prediction,15,16,26 protein structural
class prediction,43, 44 protein quaternary attribute
prediction,45, 46 protein folding rate prediction,47, 48

identification of membrane proteins and their
types,49 identification of enzymes and their func-
tional classes,50 identification of GPCR and their
types,51, 52 identification of proteases and their
types,53, 54 protein cleavage site prediction,55–57 sig-
nal peptide prediction,58, 59 and protein 3D struc-
ture prediction based on sequence alignment,60 can
timely provide very useful information and insights
for both basic research and drug design and hence are
widely welcome by science community; particularly,
if a user-friendly web-server could be provided for
each of these methods as stated in a recent review.23

The present study is attempted to develop a new
method for predicting subcellular localization of mul-
tiplex proteins using a M3-SVM in hopes that it may
become a useful complementary tool to the existing
methods in the relevant areas.

The proposed method was evaluated by two data
sets, namely DBMLoc30 and yeast proteome.20 In
DBMLoc, all proteins have more than one loca-
tion and are grouped into 13 classes according
to their subcellular locations. The yeast dataset
involves 22 subcellular compartments and about one
third of the proteins are multi-locational. For both
data sets, the M3-SVMs showed better performance

In
t. 

J.
 N

eu
r.

 S
ys

t. 
20

10
.2

0:
13

-2
8.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 S
H

A
N

G
H

A
I 

JI
A

O
T

O
N

G
 U

N
IV

E
R

SI
T

Y
 o

n 
12

/2
4/

23
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



February 11, 2010 9:33 S0129065710002206

16 Y. Yang & B.-L. Lu

than traditional SVMs using the same feature vec-
tors. For DBMLoc, we compared GO decomposi-
tion and random decomposition, and found that
GO decomposition helped to improve the prediction
accuracy. We also compared the proposed method
with three popular subcellular localization predic-
tors, SubLoc,8 LOCtree61 and pTARGET.62 Our
method has a much higher total accuracy and loca-
tion average accuracy on the multi-locational data
sets. We believe that it provides a general solution
to the imbalanced subcellular multi-localization of
protein sequences.

2. Methods

In this paper, we propose a modular classifier,
min-max modular support vector machine (M3-
SVM),63, 64 which is an ensemble of SVMs. Each
SVM classifier is trained on a subset of the origi-
nal data set. Given a test sample, each trained SVM
outputs a classification result. Then all of the out-
puts are integrated for a final solution to the orig-
inal problem according to two module combination
rules, namely the minimization and the maximiza-
tion principles.

2.1. Classification of multi-label
problems

The traditional method for solving a multi-label task
is to split the original problem into a set of binary
classification tasks using the one-versus-rest decom-
position strategy. For a K-class multi-label problem,
let T denote its training set:

T = {(xm, tm)}L
m=1, tm = {tkm}, k = 1, . . . , τm,

(1)

where xm ∈ Rn is the mth sample in the data set,
tm is the label set of xm, tkm is the kth label of xm,
τm denotes the total number of labels of xm, and L

is the total number of samples.
By decomposing a K-class multi-label problem

T into K mono-label two-class problems Ti for i =
1, . . . , K, we have the training set of Ti as follows:

Ti = {(xi+
m , +1)}L+

i
m=1 ∪ {(xi−

m ,−1)}L−
i

m=1, (2)

where L+
i is the number of positive samples of the

two-class problem Ti, and L−
i is the number of neg-

ative samples. For Ti, positive samples are the sam-
ples whose label sets contain label i, and negative

samples are the remaining ones. Thus xm will appear
τm times as positive training data, and (K − τm)
times as negative training data.

Each binary classifier decides whether or not a
novel sample belongs to a particular class. Obviously,
each of the binary problems has the same size as
the original problem. The data distribution would
become more imbalanced because of the one-versus-
rest strategy. For a complex and imbalanced binary
classification problem, we further divide it into a
number of relatively small and balanced two-class
subproblems, each of which is solved by a SVM, and
then all the subproblems are combined using MIN

and MAX principles. The function of MIN is to
find the minimum value of all its inputs:

y = min
1≤i≤n

xi, (3)

where y is the output, and xi is the input. Likewise,
the function of MAX is to find the maximum value
of all its inputs:

y = max
1≤i≤n

xi. (4)

For a two-class problem Ti, its positive and neg-
ative training sets, T +

i and T−
i , are further decom-

posed into N+
i and N−

i subsets, where 1 ≤ N+
i ≤ L+

i

and 1 ≤ N−
i ≤ L−

i .

T +j
i = {(x+

m, +1)}L+j
i

m=1, j = 1, . . . , N+
i , (5)

T−j
i = {(x−

m,−1)}L−j
i

m=1, j = 1, . . . , N−
i , (6)

where L+j
i and L−j

i are the numbers of samples in
T +j

i and T−j
i , respectively.

Each two-class problem Ti is solved by an M3

network shown in Fig. 1.
According to the MIN and MAX principles,63

N+
i MIN units and one MAX unit are required to

combine all the (N+
i × N−

i ) modules. Each of the
MIN units combines N−

i modules. The final output
is determined by the outputs of all modules.

This ensemble classifier has some advantages over
other methods in dealing with imbalanced prob-
lems. Compared with the under-sampling method, it
makes full use of the training data without informa-
tion loss. Compared with the over-sampling method,
it does not add to learning cost in each module,
and speeds up the training process. The MIN and
MAX rules provide an effective ensemble principle
to obtain a solution to the original problem from the
sub-problems, and they are easy to implement.
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Fig. 1. Structure of M3 network for a two-class prob-
lem Ti, which is divided into (N+

i × N−
i ) two-class

subproblems.

2.2. Task decomposition

According to the one-versus-rest strategy, a K-class
classification problem is decomposed into K two-
class problems. Some of the two-class problems may
have an extremely imbalanced distribution of the
positive and negative classes. Moreover, some of the
two-class problems may be too large for fast learn-
ing. The most important advantage of the M3 model
is that it can further divide the large and imbalanced
two-class problems into relatively smaller and more
balanced subproblems.

Task decomposition is a key issue for modular
algorithms. Appropriate decomposition strategy can
simplify the decision boundary, improve generaliza-
tion performance and save learning time.

Random partition is the simplest and most
straightforward way. Given a specific module size,
when we choose samples randomly from the training
set to build a module, the samples may have no dis-
tribution relationship with each other. In such cases,
although the subproblem has a reduced data size, it
still may be hard to solve, and have complex decision
boundary apt to overfit. Since the overall classifica-
tion capability lies on the performance of all the mod-
ules, the poor boundaries learned by some modules
degrade the prediction accuracy for the whole sys-
tem. Therefore, the random partition can not obtain
stable performance.

Several decomposition strategies have been devel-
oped for the M3 model, such as hyperplane

decomposition64 and equal clustering.65 Hyperplane
decomposition uses a group of parallel hyperplanes
to partition data into subsets. This method is fast
and suitable for sparse data. Equal clustering (EC)
works similarly to K-means clustering. The only dif-
ference is that EC pays more attention to load bal-
ancing for the seek of parallel learning, thus the
clusters are kept in nearly equal size. All these
methods aim to utilize the geometric distribution
characteristics of data points in the high-dimension
space.

As a simple illustration on how module decompo-
sition influences the decision boundary, we generated
a two-dimensional data set including two classes, C0

(red circle) and C1 (blue plus sign), shown in Fig. 2.
Class C0 is a mixture of two 2D gaussian distribu-
tions, each of which has 200 samples. Class C1 is
a mixture of three 2D gaussian distributions, each
of which has 600 samples. Figure 2 shows the deci-
sion boundaries learned by a traditional SVM and
M3-SVMs with two different module decomposition
methods, where C0 is divided into 2 modules, and C1

is divided into 3 modules. They all use linear kernels
with the same parameters. In Fig. 2(c), the data is
decomposed by separating different Gaussian distri-
butions. (Figure 3 shows the six subproblems, each
of which consists of a module from the positive set
and a module from the negative set.) In this example,
we find that SVM and M3-SVM(Random) have very
similar decision boundaries. That is because in ran-
dom decomposition, each subproblem is built by ran-
dom sampling and has nearly the same distribution
as the original data. After the combination of these
subproblems, the decision boundary remains in sim-
ilar shape. But there is a slight difference between
(a) and (b): in the area that the two classes over-
lap, M3-SVM(Random) pushes the boundary toward
the majority class, and thus benefits the classifica-
tion of the minority class. M3-SVM with non-random
decomposition has a much different decision bound-
ary, which fits closer to the original distribution of
the data set.

The combination process (MIN and MAX)
of M3-SVM (Fig. 4) shows how the final decision
boundary is produced. Since we used a linear kernel,
the decision boundary of each module is a straight
line. Figure 4(a) shows a MIN unit, which is an
intersection of the three boundaries for the posi-
tive class. Figure 4(b) shows another MIN unit, and
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C0
C1

C0
C1

C0
C1

(a) SVM (b) M3-SVM (Random) (c) M3-SVM (non-Random)

Fig. 2. Decision boundaries of three classifiers on an example data set.

C0
C1

C0
C1

C0
C1

(a) M1,1 (b) M1,2 (c) M1,3

C0
C1

C0
C1

C0
C1

(d) M2,1 (e) M2,2 (f) M2,3

Fig. 3. Subproblems of M3-SVM. Mi,j denotes the subproblem consisting of the ith module of Class C0 and the jth
module of Class C1.

Fig. 4(c) shows the final decision boundary which is
a union of the two MIN units.

In the past, we either divided the data randomly
or based the division on the distance between sample
points in the feature space, like hyperplane decom-
position and equal clustering,28, 65 but ignored prior
knowledge, which can contribute useful information
to clustering within a big class. Here, we want to
fully utilize the GO information and achieve a bet-
ter partition, such that the proteins sharing some

common attributes could be grouped together. In
the GO graph, GO terms are structured hierarchi-
cally and have semantic relations (‘is-a’ and ‘part-
of’) with each other. A child node is more specialized
than its parental nodes, and more than one parental
node may exist. Here, we use a similarity measure
of GO terms based on their semantic relations to
cluster proteins in a class that needs to be decom-
posed. Given the similarity between two GO terms,
the similarity between two sets of GO terms can be
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C0
C1 C0

C1

C0
C1

(a) MIN1 (b) MIN2 (c) MAX

Fig. 4. Combination of decision boundaries using MIN and MAX principles. The bold line denotes the final boundary.

calculated. Suppose each protein corresponds to a set
of GO terms, the similarity between two proteins can
be obtained accordingly.

The data set used in our experiments were
annotated with GO terms, including cellular com-
ponent, biological process and molecular function.
In this work, we adopt the method proposed by
Wang et al.66 to measure the semantic similarity of
GO terms. We build the GO similarity matrix for
our training data set, and use the clustering tool,
CLUTO67 to partition the data based on the sim-
ilarity matrix. To specify the number of clusters
when running the program “scluster”, we calculate
the number of clusters according to the predefined
module size: suppose that Class Ci has m samples
and Ci is divided into k modules when n is the pre-
defined module size, then m/k must be the clos-
est value to n among all possible module sizes of

Cluster1
Cluster2
Cluster3

Cluster1
Cluster2

(a) Module size = 100 (b) Module size = 200

Fig. 5. Decomposition of membrane proteins based on GO information.

Ci. Random decomposition makes each module of
equal size, while in GO decomposition, the actual
size of each module is determined by the clustering
method.

Since it is hard to get an impression of how
GO decomposition works at such a high-dimension
feature space, we cluster 283 membrane proteins
from the high quality non-redundant set of DBMLoc,
and use the principal component analysis (PCA) to
reduce the feature vectors into 3 dimensions. Figure 5
shows the data points of different clusters in different
colors. In Fig. 5(a), the module size is 100 and three
clusters are generated, while in Fig. 5(b), the module
size is 200 and two clusters are generated. Although
there is some overlap of data points between clusters
which may be caused by the dimension reduction, we
still find that the GO decomposition matches with
data distribution well.

In
t. 

J.
 N

eu
r.

 S
ys

t. 
20

10
.2

0:
13

-2
8.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 S
H

A
N

G
H

A
I 

JI
A

O
T

O
N

G
 U

N
IV

E
R

SI
T

Y
 o

n 
12

/2
4/

23
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



February 11, 2010 9:33 S0129065710002206

20 Y. Yang & B.-L. Lu

2.3. Feature extraction

The feature vectors have 100 dimensions. The former
60 dimensions are the amino acid composition of the
full sequence on three secondary structure elements,
i.e., strand (E), helix (H) and coil (C). The value of
each dimension is calculated by

fk
i =

Nk
i

L
, (7)

where k = {H, E, C}, Nk
i is the frequency of amino

acid i in secondary structure element k, and L is the
length of the sequence. The latter 40 dimensions are
the amino acid composition on two solvent accessibil-
ity statuses, namely buried (B) and exposed (E), and
is calculated similarly as Eq. (7), with k = {B, E}.

The secondary structure elements were predicted
by PSIPRED,68 and solvent accessibility statuses
were predicted by ACCpro.69 Both of them are
highly accurate prediction methods. All the feature
vectors were scaled in the range of [0, 1] using SVM-
Scale in the LibSVM package.70

Amino acid frequency on different secondary
structure elements and solvent accessibility statuses
were first used in protein fold classification by
Shamim et al.71 This method was also demonstrated
to be effective in our experiments.

3. Results and Discussion

In order to test the performance of our methods, we
applied them to two data sets. The first one was
extracted from a high-quality multi-locational pro-
tein database, DBMLoc, published by Zhang et al.30

which was collected from multiple databases, such as
Swiss-Prot/TrEMBL,29 experimentally determined
subcellular localization databases, and literature ref-
erences. The second one is a well-studied yeast
proteome data set published by Huh et al.20 The
subcellular locations were determined by green flu-
orescent protein (GFP) experiments, including over
4,000 budding yeast proteins located in 22 subcellu-
lar locations.

For each data set, we compared the accuracy of
our method with traditional SVMs. Since the DBM-
Loc data is fully annotated with gene ontology infor-
mation, we assess the potential of using GO semantic
information as a similarity measure to decompose
training data for the ensemble classifier. We also
compared three other protein subecellular predictors

on the same test data set. For the yeast proteome
data, since Chou and Cai22, 32 have done extensive
research for predicting the multiple subcellular loca-
tions on it, we took their method as a baseline to
examine the performance of M3-SVMs.

3.1. Experiment settings and
evaluation criteria

We chose LibSVM version 2.870 as the base classi-
fier for the ensemble classifier. And the traditional
SVM also uses LibSVM version 2.8 as its implemen-
tation. We experimented with polynomial, sigmoid
and RBF kernels and observed that RBF kernel has
the best classification accuracy. All experiments were
conducted on a Pentium 4 double CPU (2.8GHz) PC
with 2GB RAM.

Multiple measures were used to assess the perfor-
mance of our proposed method, including precision
(P ), recall (R), F1, total accuracy (TA), location
accuracy (LA) and average F1 (aveF1). The former
three measures, P , R and F1, are used to measure
the prediction quality of each location, and the last
three measures, TA, LA and aveF1, are used to mea-
sure the overall prediction quality across all loca-
tions. These six measures are defined below.

For each location l, the precision, recall and F1

can be defined by true positive (TP ), false positive
(FP ), false negative(FN) as follows

Pl =
TPl

TPl + FPl
(8)

Rl =
TPl

TPl + FNl
(9)

F1,l =
2 × Pl × Rl

Pl + Rl
, (10)

where Rl is the ratio of samples belonging to class
Cl and classified correctly compared to the number
of samples of Cl. Pl is the ratio of samples belonging
to Cl classified correctly compared to the number of
samples classified into Cl. The F1, l measure corre-
sponds to the harmonic mean of Rl and Pl.

In Ref. 9, Park et al. defined total accuracy and
location accuracy. We redefine these two measures as
following equations because of the multi-label char-
acteristics,

TA =
∑K

l=1 TPl

N
(11)

LA =
∑K

l=1 Rl

K
, (12)
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where N is the total number of labels instead of pro-
teins in the data set, K is the number of subcellular
locations, and Rl is the recall of location l. The aver-
age F1 is defined by

aveF1 =
∑K

l=1 F1, l

K
. (13)

Unlike TA and LA, which only focus on the ratio of
true positives, aveF1 also reflects false positive rate.

3.2. Experimental results on DBMLoc
database

DBMLoc database collects multi-locational proteins
from animal, plant, virus and bacteria. All the cel-
lular compartments were assigned into twelve cate-
gories: extracellular, cell wall, membrane, cytoplasm,
mitochondrion, nucleus, ribosome, plastid, endoplas-
mic reticulum (ER), Golgi apparatus, vacuole and
virion. Some subcellular location annotations that
can not be classified into the twelve categories are
assigned to ‘others’. As a result, the number of classes
used in our prediction system is 13.

To remove the homologous sequences from the
benchmark dataset, a cutoff threshold of 25% was
imposed in Refs. 10–14 to exclude those proteins
from the benchmark datasets that have equal to or
greater than 25% sequence identity to any other in
a same subset. In this study, we also used a non-
redundant data with sequence similarity below 25%.
The training and test data sets are mutually exclu-
sive. Test data is a high quality set including 631
proteins. Training data has a total of 2344 pro-
teins, extracted from the complete non-redundant
set (25%) by removing the overlapping data with
test set. The statistics of the data sets are shown
in Table 1. From this table, we see that the data
distributions are very imbalanced on different cellu-
lar compartments. Proteins of membrane, cytoplasm,
and nucleus make an overwhelming portion, which
adds to classification difficulty.

All of the proteins in DBMLoc database have no
less than two locations. The training proteins have
at most five locations, while test proteins have at
most four locations. Table 2 lists the detailed num-
ber of proteins in the training and test data for each
compartment, and for bi-, tri-, quad- and penta-
locational cases, in that order. For example, of the
471 extracellular proteins, 395 are bi-localized, 63 are

Table 1. Training and test data distributions of
DBMLoc.

Lable Location Training Test

1 Others 134 36
2 Extracellular 471 43
3 Ribosome 58 15
4 Virion 31 2
5 Membrane 1240 283
6 Cytoplasm 1172 417
7 Mitochondrion 445 123
8 Nucleus 844 344
9 Plastid 132 8

10 Vacuole 16 4
11 Cell wall 21 5
12 ER 322 53
13 Golgi 162 45

Total label no. 5048 1378
Total protein no. 2344 631

Table 2. Label distribution of DBMLoc.

Label Training label no. Test label no.

2 3 4 5 2 3 4

1 0 126 6 2 0 32 4
2 395 63 11 2 32 10 1
3 25 33 0 0 8 4 3
4 29 2 0 0 2 0 0
5 1041 179 17 3 217 58 8
6 988 160 21 3 341 64 12
7 375 66 3 1 99 18 6
8 728 107 8 1 290 45 9
9 88 44 0 0 8 0 0

10 11 4 1 0 3 1 0
11 18 3 0 0 2 2 1
12 234 75 12 1 32 16 5
13 94 53 13 2 22 20 3

Label no. 4026 915 92 15 1065 270 52
Protein no. 2013 305 23 3 528 90 13

tri-localized, 11 are quad-localized and 2 are penta-
localized. The protein number at the end of each
column is the sum of the column divided by the num-
ber of labels of the column. For example, the num-
ber of quad-localized proteins in the training set is
92/4 = 23. The average number of labels for each
protein is 2.2.

Although this data set is fully annotated, we did
not use gene ontology as features to build our predic-
tor based on the consideration that many test pro-
teins are novel and do not have GO information. But
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the prior knowledge about training data could be
fully utilized. Therefore, we used GO semantic simi-
larity to guide the module decomposition of training
data. We experimented with three methods using the
same feature vectors as mentioned in Sec. 2.3. One
is a min-max modular support vector machine with
gene ontology decomposition (M3-SVM(GO)). The
second is a min-max modular support vector machine
with random decomposition (M3-SVM(R)). The last
one is a traditional SVM. The module sizes of 100,
400 and 800 were tested for both M3-SVM(GO) and
M3-SVM(R). And the results of M3-SVM(R) were
averaged after five repeated experiments.

Table 3 shows the overall performance (TA, LA

and aveF1) of the three methods, where traditional
SVMs, M3-SVM(R) and M3-SVM(GO) and three
different module sizes for M3-SVMs are compared.
Column 2 shows the predefined module sizes. Col-
umn 3 shows the numbers of subproblems. From this
table, several observations can be made. First, both
M3-SVMs with random decomposition and with GO
decomposition have higher TA and LA than tra-
ditional SVMs. The M3-SVMs improve not only
average location accuracy but also total accuracy,
which indicates that they do not sacrifice majority
classes for the classification of minority classes. Sec-
ond, M3-SVMs have higher aveF1 than traditional
SVMs except M3-SVM(R) with module size 100.
And M3-SVM(GO) with module size 800 achieved
the highest aveF1. As the module size decreases,
LA increases, but aveF1 decreases, which suggests
a higher false positive rate of M3-SVMs when the
module size becomes small. So there is a trade-
off between location accuracy and false positive
rate. Finally, M3-SVM(R) has lower TA and aveF1

than M3-SVM(GO) but higher LA, suggesting that

Table 3. Overall accuracy of three methods on DBM-
Loc.

Method Module Module TA LA aveF1

size no. (%) (%) (%)

SVM 2344 13 64.7 41.4 42.0

M3-SVM 100 848 65.1 48.0 40.7
(Random) 400 83 66.9 47.7 42.7

800 38 66.2 45.2 43.4

M3-SVM 100 848 66.2 48.5 42.3
(GO) 400 83 67.1 45.2 42.6

800 38 66.3 43.4 43.6

M3-SVM(R) gives more preference to the minority
classes. And M3-SVM(R) performs worse than M3-
SVM(GO) when the module size is very small (100).
Since random decomposition randomly divides each
training class into equal size modules, while GO
decomposition is based on the relationship between
proteins, the GO decomposition has a more stable
performance.

Tables 4 and 5 list detailed Recall and F1 of tra-
ditional SVMs and M3-SVMs(GO) on each location.
Obviously, the modulization helps improve Recall a
lot especially for the minority classes, while the two
biggest classes, membrane and Cytoplasm are recog-
nized best by M3-SVM(GO) with module size 800
and the traditional SVM, respectively.

As the F1 values listed in Table 5 show, M3-
SVMs(GO) with module size 800 has the best
performance. It outperforms on 5 locations, extra-
cellular, ribosome, virion, membrane, and mitochon-
drion, among the four methods, and has higher F1

than traditional SVMs on 8 locations.
In this experiment, M3-SVMs(GO) with mod-

ule size 800 performs the best considering all the
measures. A too small module size would result in
numerous modules which increase computation cost
and deteriorate the performance. However, we could
specify different module sizes for different binary

Table 4. Recall comparison on DBMLoc. a, b, c
and d denote four methods. a: SVM, b: M3-SVM
(GO) with module size 100, c: M3-SVM (GO) with
module size 400, d: M3-SVM (GO) with module size
800. 1–13 correspond to the 13 subcellular locations
listed in Table 1.

Label Recall (%)

a b c d

1 0.0 5.6 2.8 2.8
2 48.8 62.8 53.5 55.8
3 20.0 20.0 20.0 26.7
4 100.0 100.0 100.0 100.0
5 63.3 61.8 63.3 66.4
6 84.7 82.5 83.5 83.9
7 52.8 57.7 59.3 57.7
8 69.2 73.3 75.0 71.2
9 25.0 50.0 25.0 12.5

10 0.0 0.0 0.0 0.0
11 20.0 60.0 40.0 40.0
12 41.5 43.4 45.3 32.1
13 13.3 13.3 20.0 15.6
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Table 5. F1 comparison on DBMLoc. a,
b, c and d are the same as in Table 4.

Label F1 (%)

a b c d

1 0.0 7.0 4.5 4.8
2 44.7 42.9 44.2 46.2
3 31.6 24.0 27.3 38.1
4 100.0 80.0 80.0 100.0
5 67.5 66.7 67.4 69.8
6 81.1 81.2 80.7 80.6
7 52.2 50.4 51.0 53.0
8 72.7 76.0 76.6 74.0
9 16.7 17.8 12.5 8.0

10 0.0 0.0 0.0 0.0
11 22.2 50.0 44.4 40.0
12 38.9 34.3 40.0 30.9
13 18.5 20.0 25.4 20.9

classification problems according to the ratio of
training samples of the positive and negative classes.

In addition, we notice that all the classifiers failed
to recognize vacuole proteins from other proteins.
One reason is that it has the least training samples
(16 proteins) and only 4 test samples, hence the ratio
of positive and negative data is too small to classify
the positive data correctly. The other reason would
be that the current feature vectors do not contain
features that are informative enough to discriminate
vacuole proteins from others.

3.3. Comparison with other methods
on DBMLoc test set

To our knowledge, there is no predictor special-
ized for multi-locational proteins. It is still inter-
esting to see how existing predictors classify the
multi-locational proteins. We compared our method
with SubLoc,8 LOCtree61 and pTARGET62 on the
DBMLoc test set. SubLoc pioneered the SVM-based
prediction of protein localization using animo acid
composition. LOCtree is a hierarchical classifier also
based on SVMs. pTARGET calculates scores on
Pfam domains and amino acid composition.

Because these methods can not predict all of the
subcellular locations of our data set, we calculate TA

and LA only on the overlapping classes. For SubLoc
and Loctree, four locations (extracellular, cyto-
plasm, mitochondria and nucleus) were compared,
and for pTARGET, seven locations were compared

(extracellular, membrane, cytoplasm, mitochondria,
nucleus, ER and Golgi).

The total accuracy and location accuracy are
listed in Table 6. The classifiers that can only deal
with mono-locational proteins have a much lower
accuracy. We also found that the results of these
methods have a small portion of overlap, i.e., they
make different decisions on most of the multi-label
data. SubLoc and LOCtree have relatively high TA

and LA because they only predict 4 locations. And,
LOCtree’s hierarchical architecture helps improve
location accuracy.

3.4. Experimental results on the yeast
proteome

Chou and Cai22, 32 first formalized the problem of
subcellular multi-localization based on the yeast pro-
teome data set.20 They excluded redundant pro-
teins with high sequence similarity and also those
whose locations were ambiguous, and extracted a
condensed set.22 We tested our method on the same
non-redundant set (sequence identity below 40%),
which has a total of 3555 proteins and 4709 labels.
Tables 7 and 8 show the data and label distributions
of this data set. We can see that about 70% proteins
are mono-locational, and only one has five labels.

We carried out a 10-fold cross-validation using
both M3-SVMs and traditional SVMs. Among the
independent dataset tests, sub-sampling (e.g., 5
or 10-fold cross-validation) test and jackknife test,
which are often used for examining the accuracy of
a statistical prediction method,72 the jackknife test
was deemed the most objective that can always yield
a unique result for a given benchmark dataset, as
elucidated in Ref. 15 and demonstrated by Eq. (50)
of Ref. 16. Therefore, the jackknife test has been

Table 6. Comparison with other predictors. The labels
correspond to the locations as shown in Table 1, i.e., 2:
Extracellular, 6: Cytoplasm, 7: Mitochondria, 8: Nucleus,
5: Membrane, 12: ER, 13: Golgi.

Label Method TA (%) LA (%)

2, 6, 7, 8 SubLoc 41.0 38.6
LOCtree 44.2 51.2

M3-SVM(GO) 74.4 67.2

2, 5, 6, 7, 8, 12, 13 pTARGET 34.6 34.7

M3-SVM(GO) 69.0 54.7
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Table 7. Data distribution of the yeast data.

Label Location Protein No.

1 Actin 29
2 Bud 23
3 Bud neck 60
4 Cell periphery 106
5 Cytoplasm 1576
6 Early Golgi 51
7 Endosome 43
8 ER 272
9 ER to Golgi 6

10 Golgi 40
11 Late Golgi 37
12 Lipid particle 19
13 Microtubule 20
14 Mitochondrion 494
15 Nuclear periphery 59
16 Nucleolus 157
17 Nucleus 1333
18 Peroxisome 20
19 Punctuate composite 123
20 Spindle pole 58
21 Vacuolar membrane 54
22 Vacuole 129

Total label no. 4709
Total protein no. 3555

Table 8. Label distribution of the yeast
data.

Location no. 1 2 3 4 5

Protein no. 2476 1013 58 7 1

increasingly used and widely recognized by investiga-
tors to test the power of various prediction methods.
However, to avoid intensive computational cost, here
we adopt the 10-fold cross-validation which is also
widely used in the studies using SVMs as the pre-
diction engine. For M3-SVMs, the big classes were
decomposed randomly because the GO annotations
are incomplete in this data set. We experimented
with 4 different module sizes, 50, 100, 500 and 1000.

Amino acid composition on different secondary
structure and solvent accessibility status were used
to be the basic features. Chou and Cai developed the
GO-FunD-PseAA method, hybridizing three kinds
of feature space, gene ontology, function domain
and pseudo-amino acid composition. This method
first classifies proteins based only on GO terms.
The proteins without GO information are classified

by function domains, and those without function
domains are dealt with in the third feature space.
In order to get competitive feature vectors for the
comparison on classification methods, we also added
GO terms into our feature vectors in a binary form.
Each value denotes whether a certain GO term is
present or absent in the annotation of a test pro-
tein. The combined feature vectors have (100 + m)
dimensions, where m is the total number of GO terms
appeared in the data set. Compared with their fea-
ture extraction, our method is easier to implement
and could be more suited for those proteins that are
not well-annotated. Some proteins in this data set
have no GO annotation, so their last m dimensions
are all zero.

To measure performance, we list TA, LA and
aveF1 (Table 9) of three different classifiers using
the same feature vectors mentioned above. Chou and
Cai only reported the total accuracy (68%). They
used a nearest neighbor classifier with a general-
ized distance definition. We implemented their clas-
sifier using our feature vectors, and an approximative
total accuracy of 67% was obtained. Therefore, the
LA and aveF1 are very close estimations. Later in
Ref. 32, they reported a higher total accuracy of 70%,
but it was on a redundant set that contains 3875 pro-
teins. We only compare accuracy on the same non-
redundant set.

The same trend as that in the former experiment
can be observed here. M3-SVMs have both higher TA

and LA than traditional SVMs. And M3-SVM with
module size 500 has the highest aveF1, which demon-
strates the effectiveness of modularization. As the
module size decreases, although the TA and LA rises,
the average F1 drops. That is because the number
of false positives increases when the module size is
small. Detailed recall and F1 for each location can be

Table 9. Accuracy comparison on yeast data. NN
denotes the nearest neighbor classifier with a gen-
eralized distance defined in Refs. 22 and 32.

Method TA (%) LA (%) aveF1 (%)

M3-SVM (50) 74.3 59.4 54.0

M3-SVM (100) 74.4 58.7 55.5

M3-SVM (500) 73.4 53.6 56.7

M3-SVM (1000) 71.3 52.1 56.4
SVM 69.3 49.1 55.6
NN 67.0 48.3 49.5
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Table 10. Accuracy comparison of three methods
on yeast data. a, b and c denote three methods.
a: M3-SVM(100), b: M3-SVM(500), c: Traditional
SVM.

Label Recall (%) F1(%)

a b c a b c

1 58.6 58.6 48.3 60.7 64.2 57.1
2 30.4 13.0 4.4 25.9 17.7 7.1
3 81.4 69.5 62.7 70.1 66.1 66.1
4 55.8 47.1 32.7 45.9 50.8 43.6
5 75.7 77.3 75.7 74.7 76.0 76.4
6 51.0 37.3 27.5 40.9 41.8 35.0
7 67.4 67.4 65.1 65.9 67.4 72.7
8 73.8 73.4 62.7 66.1 69.3 69.6
9 66.7 66.7 66.7 80.0 80.0 80.0

10 60.0 60.0 55.0 51.1 56.5 54.3
11 13.9 25.0 19.4 14.3 36.7 30.4
12 47.4 47.4 47.7 45.0 48.7 52.9
13 40.0 30.0 20.0 47.1 38.7 27.6
14 85.3 85.5 81.5 76.5 79.1 81.6
15 55.9 52.5 49.2 61.1 59.1 58.6
16 77.6 74.4 74.4 71.4 76.1 78.1
17 81.7 83.4 78.8 80.0 81.0 81.9
18 50.0 55.0 60.0 58.8 64.7 68.6
19 22.8 8.9 8.1 17.5 12.2 13.1
20 67.2 63.8 62.1 65.6 69.2 69.2
21 50.0 48.2 46.3 49.1 54.7 53.8
22 58.9 41.1 33.3 44.6 46.9 45.5

found in Table 10, which compares the three meth-
ods, M3-SVM with module size 100, M3-SVM with
module size 500 and traditional SVMs. Undoubtedly,
M3-SVM(100) has the highest recall values on most
of the locations, while regarding F1, M3-SVM(500)
performs the best. Compared with traditional SVMs,
M3-SVM(500) has higher F1 at 10 locations, 6 of
which obtain more than 5% increase (actin, bud, cell
periphery, early Golgi, late Golgi and microtubule),
while SVMs have over 5% higher F1 at only one loca-
tion, endosome.

3.5. Response time comparison

Response time should also be considered as an impor-
tant factor when measuring the performance of a
classifier. Table 11 exhibits a comparison of response
time between traditional SVMs and M3-SVMs of dif-
ferent module sizes. We report two categories of run
times. ‘Time1’ is the response time (including train-
ing and test time) of the classifier running all sub-
problems in series. ‘Time2’ is the training time for

Table 11. A comparison of response times.

Dataset Method Time1 Time2
(sec.) (sec.)

DBMLoc SVM 23.4 3.3

M3-SVM (100) 22.2 <0.1

M3-SVM (400) 19.2 0.4

M3-SVM (800) 19.7 1.3

Yeast SVM 33.3 5.7

M3-SVM(50) 36.3 <0.1

M3-SVM(100) 26.3 <0.1

M3-SVM(500) 23.5 0.6

M3-SVM(1000) 25.2 2.3

a single subproblem which costs the longest time.
In parallel learning, ‘Time2’ is more important. For
traditional SVMs, a subproblem means a two-class
problem.

In both experiments, M3-SVMs obtained a
shorter response time than traditional SVMs even
in sequential running. Regarding ‘Time1’, M3-SVMs
with the module sizes 400 and 500 are the most
efficient for DBMLoc and yeast data, respectively,
because they achieve a balance between the num-
ber and size of modules. For large-scale data, we can
train modules in parallel, and choose a module size
as small as possible.

4. Conclusion

This paper introduces an ensemble classifier for
protein subcellular multi-localization. The classifier
works in a modular manner, and has several advan-
tages in solving large-scale, class imbalance, multi-
label problems. Parallel and distributed training can
be easily implemented because of its modularity, and
it has a balanced performance on all classes because
various task decomposition strategies can be used.

Taking the GO information into account, we par-
tition large classes into smaller modules according
to GO semantic similarity matrices. The ensemble
predictor discriminates a wide range of subcellular
compartments, and also predicts multiple locations
for a protein, thus supplying useful hints for life sci-
entists to determine locations within a possible com-
partment set.

The experiments were conducted on two differ-
ent data sets. The experimental results demonstrate
that M3-SVM is very competent in solving complex
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problems with class imbalance and multi-label char-
acteristics. And, it is recognized that incorporating
biological knowledge into task decomposition is a
reliable way to improve the generalization ability and
efficiency of M3-SVM. As more and more large-scale
applications appear in the realm of computational
biology, parallel and distributed methods are of great
need. We believe that M3-SVM, which uses simple
combination principles and can be implemented eas-
ily in practice, will be very useful for solving complex
classification problems with large data sets.
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