An integrated Gaussian mixture model to estimate vigilance level based on EEG recordings
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1. Introduction

Vigilance refers to the ability of human being to sustain attention over a period of time, which is a central feature of human cognition [2,3]. Previous studies [3,4] have shown that vigilance will decline dramatically when people are required to perform a tedious task, meaning that maintaining high vigilance level throughout a boring job is usually very difficult, if not impossible. Consequently, identification of vigilance level of the operator is essential for guaranteeing security and reliability in some high-risk works such as driving a car or operating a train.

Research in BCI has received much interest in the past few decades [5–7] and has led to many useful applications, such as spelling words or controlling a cursor [8–10]. A BCI provides users with a new communication channel between the human brain and the computer. The central element in each BCI is a translation algorithm that converts electrophysiological input from the user into output that controls external devices. Specifically, the EEG-based BCIs that provide an effective way to predict vigilance level reliably. In this paper we propose an integrated approach to estimate vigilance level, which incorporates an automatically artifact removing preprocess, a novel vigilance labeling method and finally a Gaussian Mixed Model (GMM) to discover the underlying pattern of EEG signals. Extensive off-line experiments are conducted on 12 groups of data sets to show the effectiveness of our integrated approach in the real-time application. A reasonably high classification performance (88.46% over 12 data sets) is obtained with low delay by employing only one channel in the frontal lobe, which is in accordance with the conclusions of brain science and is of significance in practice.
involved in processing real world EEG signals consist of its sensitivity to artifacts, ineffective learning due to inaccurate labels and the great diversity of patterns between different people or even between different time with a same person [16].

Studies in [17] have demonstrated that disposal of artifacts plays an important role to guarantee the robustness of vigilance prediction. Artifact avoidance, rejection and removal are the 3 mostly used strategies to handle artifacts [18]. An efficient algorithm aimed at detecting and removing artifacts automatically that have been developed in [19]. The work will lay a foundation to improve and ensure our classification performance. With a relatively clean EEG recording, many researchers focused on feature extraction process intending to reveal neurophysiological phenomena. Time series information and power spectral density are generally accepted features involved in EEG signals [20]. Both of them will be explored in our study to provide adequate information for subsequent analysis. Also many researchers engaged in specific learning algorithms. Linear discriminant analysis (LDA), support vector machine (SVM) and neural networks are the most popular methods to classify the EEG signals [21]. Specifically, an infinite Gaussian mixture model based on Bayes inference is proposed in [22] to avoid overfitting in the training process when dealing with high dimensional data. However, it turns out impractical for its high computational complexity in the process of model inference.

In this study, we propose an integrated approach to analyze EEG signals for the purpose of predicting vigilance levels on-line. To handle the undesired artifacts that made significantly impact on EEG signals, a Blind Source Separation (BSS)-based artifact removal approach is used for preprocessing [19]. Since there are few acceptable rules for labeling vigilance scales, we develop a novel and reasonable vigilance labeling method. Both the spatial and spectral information are implemented for our feature extraction process intending to reveal neurophysiological phenomena. Time series information and power spectral density are generally accepted features involved in EEG signals [20]. Both of them will be explored in our study to provide adequate information for subsequent analysis. Also many researchers engaged in specific learning algorithms. Linear discriminant analysis (LDA), support vector machine (SVM) and neural networks are the most popular methods to classify the EEG signals [21]. Specifically, an infinite Gaussian mixture model based on Bayes inference is proposed in [22] to avoid overfitting in the training process when dealing with high dimensional data. However, it turns out impractical for its high computational complexity in the process of model inference.

In this study, we propose an integrated approach to analyze EEG signals for the purpose of predicting vigilance levels on-line. To handle the undesired artifacts that made significantly impact on EEG signals, a Blind Source Separation (BSS)-based artifact removal approach is used for preprocessing [19]. Since there are few acceptable rules for labeling vigilance scales, we develop a novel and reasonable vigilance labeling method. Both the spatial and spectral information are implemented for our feature extractor. Finally the GMM is explored to approximate the class conditional probability with 2 other popular methods SVM and LDA over 12 data sets. The rest of this paper is organized as follows. In Section 2 we explain the data acquisition process along with the labeling mechanism in detail. The main framework of our integrated approach and a deep discussion about the GMM is presented in Section 3. Experimental results with comparison to SVM and LDA are illustrated for both classification and regression tasks in Section 4. Followed with conclusions and directions for future work in Section 5.

2. Data acquisition and labeling

To verify the performance and reliability of the integrated approach we proposed, we conducted extensive pre-experiments to collect adequate data based on our simulated driving system. Each experiment trial collects one data set once a day at noon. Every subject is asked to perform a monotonous task sustained about 1 h after lunch with inadequate sleep in the previous night [24]. We develop a new and reasonable approach to label the vigilance scales associated to EEG signals. Having these EEG signals and their corresponding labels, we could go deep into the core part of our study, which is discussed in Section 4.

2.1. Data acquisition

Data acquisition will account for surprisingly large part of the cost of our study. To collect a sufficiently large and representative set of samples for the purpose of subsequent training and testing phase, we invited 10 healthy volunteers to participate in our experiment. The age of the volunteers range from 18 to 35, of which there are 6 males and 4 females. Each of them accomplished 2 experimental trials with interval more than 7 days. It took us nearly a month to complete this group of experiments.

2.1.1. Simulated driving system

Our simulated driving system mainly consists of a software-based simulator, a EEG collection system and other necessary facilities (e.g. a 19 in. LCD, a comfortable chair, etc.) [24]. The whole system is located in an isolated noise-free room which has normal brightness and constant temperature between 24 °C and 26 °C.

During the experiment, the simulator software would emit a series of traffic signs randomly on the computer screen. The sign is rectangle or triangle-shaped and the main component will be among one of the 4 colors (red, blue, yellow or green). The sign would be shown every 7 ± 0.5 s for duration of 1 s successively, with the interval the screen appearing as pure black. There is also a rectangle panel with 4 colored buttons that the subject should hold during the experiment. The subject is supposed to push the corresponding button in their panel accurately and promptly once the sign appeared on the screen.

The 62-channel NeuroScan system running at its full capacity sampling at 500 Hz is employed for collecting EEG signals, though the frequency band between 0 and 50 Hz is considered useful in EEG signals. This high-frequency signal could guarantee the integrity of neurophysiological information and thus being available in the future research. Fig. 1 shows the distribution of electrodes on the scalp based on the International 10–20 system [11].

2.2. Labeling strategy

There is no gold standard for scoring vigilance scales [25]. Traditionally labeling process is mainly supervised by the visual inspection and some heuristic rules. Such a subjective criterion lacks a consistent standard and usually leads to an unreliable learning. To make our result more convincing, we must create an...
objective and appropriate strategy to quantize vigilance levels in the light of the performance the subject completed the given task. We propose a reasonable labeling approach considering both the respond time and the error rate the subject pushes the button within a window along 30 s. Our labeling method presents good agreement with the subject’s real vigilance state which is monitored simultaneously by a camera.

The mistake credit mistake$_i$ is assigned according to the following rules:

- **Case A**: normal responding sequence
  $\text{sti} \rightarrow \text{acc} \rightarrow \text{sti} \rightarrow \text{acc} \rightarrow ...$
  
  if $(\text{diff} < 0.2 \text{ s})$ mistake$_i = 1$ //ineffective input (too fast)
  else if $(\text{diff} < 2 \text{ s})$ //effective input.
  if $(\text{sti} = \text{acc})$ mistake$_i = 1$ //wrong input.
  else mistake$_i = 0$ //right and prompt input.
  else mistake$_i = 2$ //ineffective input (too slow)

- **Case B**: abnormal responding sequence (too nervous)
  $\text{sti} \rightarrow \text{acc} \rightarrow \text{acc} \rightarrow ... \rightarrow \text{acc} \rightarrow \text{sti}$
  mistake$_i = 0$ //regarded as maintaining high vigilance level.

- **Case C**: abnormal responding sequence (asleep or distracted)
  $\text{acc} \rightarrow \text{sti} \rightarrow \text{sti} \rightarrow ... \rightarrow \text{sti} \rightarrow \text{acc}$
  mistake$_i = 3$ //asleep or distracted

Here sti stands for a sign emitting on the screen and the acc means the subject’s response. diff stands for the time between a sti and a subsequent acc: mistake will be assigned to a discrete penalty (0,1,2,3) whenever it encountered with a sti. Fig. 2 shows the situation when case A happened. Note that case B is rarely happened in real experiment and is reserved only for integrity of our labeling approach.

The error rate of a particular moment $t$ is defined as follows:

$$ Err_t = \frac{\sum_{i=1}^{\text{stt}} (\text{mistake}_i)}{3\#[\text{sti}]} $$

where $\text{stt}$ represents the number of sti within a 30 s long window and $Err$ always lies in $0$–$1$. Note that the vigilance level has negative correlation with $Err$, with high $Err$ indicating low vigilance level which is in danger. The corresponding EEG recordings will be labeled for every 5 s. Low vigilance level would be labeled as 2 if $Err > 0.4$ at the moment, otherwise with high vigilance level labeled as 1.

### 3. Methods

Given the raw EEG recordings and corresponding labels, our vigilance estimation system mainly entails the following 4 phases as illustrated in Fig. 3. Firstly, the raw signal is filtered to specific frequency bands of our interest and then processed to remove artifacts caused mainly by electrooculography (EOG) and electromyography (EMG). Care must be taken during this preprocessing because EEG signals are relatively weaker than EOG or EMG and useful information contained in EEG is often distorted. Secondly, feature extraction is done to find relevant and effective features for subsequent classification and regression tasks. Both the spatial and spectral information are considered to be promising predominant features and are implemented in our study. Thirdly, we employed the Gaussian Mixture Model to discover the underlying probabilistic representation of the training set. Consequently the approximate model can be further utilized to determine the decision boundaries of different categories and to calculate the posterior probability, which could illustrate the reliability of each classification result and can be interpreted as continuous regression result naturally.

#### 3.1. Filtering and artifact removal

Table 1 listed our prior knowledge about the useful frequency bands of EEG signal. Having known that meaningful information involved in EEG signals are mainly lying in frequency band 1–40 Hz [26], we therefore employ a band-pass filter that passes frequencies within the range 0.1–45 Hz and rejects frequencies outside that range to eliminate unnecessary information within
the EEG signals. After this filtering process, we could reduce the sample rate from 500 Hz to 100 Hz to accelerate the speed of computation in the following steps. This downsampling process is out of question as long as the Shannon–Nyquist sampling theorem is maintained. Here we have that the downsampled rate (100 Hz) is greater than double of the highest frequency (45 Hz) of the filtered signal.

Also we know that artifacts, especially the EMG and EOG, would contaminate the original weak EEG signals seriously. It must be detected reliably and the interference is supposed to be eliminated before subsequent data analysis. There are 3 mostly used methods to address artifacts [18]. Artifact avoidance is simply to avoid appearance of artifact by issuing proper instructions to users. It is assumed that no artifact is present in the collected signal and thus needs no extra handling of the signal. However, it is nearly impractical during an on-line use of any BCI system in that blinking eyes or shaking heads is unavoidable. We can also discard the epochs contaminated with artifacts by inspecting manually or automatic approaches. This method is called artifact rejection. But it has a fatal drawback that once the distorted signal is discarded, the system will fail to convert the brain activity in that epoch to corresponding controlling commands. Artifact removal is third approach and being recognized as the most promising strategy in dealing with artifact nowadays. It could remove the artifacts automatically and effectively as well as keeping the EEG-related signals intact.

In our study, we adopt all these 3 underlying ideas to minimize the interference caused by artifact. Firstly the subject usually coordinates with us to configure the experiment setup in the starting few minutes and to conserve the data in the last few minutes. Thus the beginning and last 5 min recordings are removed directly and this operation is recognized as artifact rejection. Then we attempt to avoid the appearance of artifact in the remaining time of experiment in that the subject sits alone in a nearly noise-free room. Finally a BSS-based technique is used to distinguish the EEG-related signals and EEG-unrelated artifacts and then we use SVM to identify and remove the artifacts automatically. It has been verified that this BSS-based artifact removal approach could improve the performance related to a motor imagery task [19].

### 3.2. Feature extraction

Having obtained the artifact-free EEG signals, we could now devote ourselves to selecting and designing features. Note the fact that changes of one’s physiology status would produce corresponding changes of power density of specific spectral band [27]. Thus we use Short Time Fourier Transformation (STFT) to calculate the power spectral density and recognize the density of specific frequency bands as features [28].

Also auto-regression (AR) model could establish the relationship between brain status and time quite effectively. And this spatial information can be fully depicted by the coefficients of AR model [12,29]. To incorporate adequate information involved in EEG signals, we combine both temporal and spatial information as features [20]. Note that the order of AR is a smoothing parameter controlling the dimension of the feature. There is a tradeoff between adequate information and the curse of dimensionality [30]. The order of AR model is finally determined by cross-validation (CV). The detail of this parameter selection process will be explained in Section 4.

### 3.3. Gaussian mixture model

We employ the generative model to calculate the posterior probability of the kth category [15] by simply applying the Bayes’ formula as follows:

\[
p(o_k|x) = \frac{p(x|o_k)p(o_k)}{\sum_{k=1}^{K} p(x|o_k)p(o_k)}.
\]

Although the underlying class densities \( p(x|o_k) \) of real world EEG data are often difficult to approximate, it would be powerful to both classification and regression problems if we could obtain it. For this reason latent variables are introduced to form a Gaussian mixture model to hope that it could express complicated distribution [23] as well as controlling the complexity of the model:

\[
p(x|o_k) = \sum_{i=1}^{m} \pi_i N(x|\mu_i, \Sigma_i),
\]

where \( o_k \) is the kth category and the class conditional distribution \( p(x|o_k) \) is organized as Gaussian mixture model in order to make use of the flexibility of mixture model. We apply the well-known EM algorithm to calculate the unknown parameters \( (\pi_i, \mu_i, \Sigma_i|o_k) \) to maximize the log likelihood [31]

\[
\ln p(x|\pi_k, \mu_k, \Sigma_k) = \sum_{i=1}^{N} \ln \left( \sum_{\pi_i} \pi_i N(x_i|\mu_i, \Sigma_i) \right).
\]

Given the class conditional probability above, we could calculate the posterior probability quite easily as given by formula (2). The posterior probability will be used to indicate the reliability of each classification and to be converted to a regression result whenever needed.

### 4. Experiment and results

In this section, we will validate the effectiveness of the integrated GMM approach we proposed above. Firstly 12 data sets with remarkable features are chosen for subsequent analysis. These data sets either hold their one vigilance level all the while or have slow and steady changes between different states of vigilance level. We expect to obtain a generic model suitable for everyone relying on the great descriptive power of GMM. This strategy can avoid the time-consuming training process necessary for each subject. Consequently, we merged 2 representative data sets of the 12 chosen data sets to train the model. Finally the generic model we approximated would be tested on all 12 data sets. The widely used classification approach involving SVM and LDA is used for the purpose of comparison with GMM [21]. RBF-kernel is utilized for SVM to classify each trial of EEG signals [32].

#### 4.1. Parameter selection

To select optimal parameters with each of the 3 models, we conducted 4-fold CV on the training set. In the case of GMM, the parameters to be determined consist of the order of AR model in feature extraction subprocess, the number of mixtures of each class and the possible combinations of channels. Although we can constrain the order of AR model and number of mixtures (e.g. \( \leq 20 \)), the total number of possible parameter is still an astonishing large number, namely \( 20^k \cdot 2^{k^2} \). Exploring such multi-parameter space would require lots of training runs exponential to the number of possible parameters and is impossible in practice. Considering the fact that too many information is not better than no information at all [30], we decide to investigate relatively small
number of channels to accomplish our experiment. This scenario also makes sense in the real-world applications where placing too many electrodes on the scalp will influence the operator’s routine work.

In order to discover the relationship between the number of channels and classification performance, we choose 3 groups of channels located in the central part of scalp manually in that the optional channel space ($2^{15}$) is so large that cannot be searched by the CV. Here $a1$ means channel {FZ}, $b4$ means channel {FZ, FC1, FC2}, $c10$ means channel {FZ, FC1, FC2, C3, C4, P3, P4, PO3, PO4}). We expect to obtain a steady and robust EEG signals using these channel groups. Fig. 4 illustrates an instance of determining the number of mixture component under $a1$ when the order of AR is 7.

Table 2 presents the best classification performance of CV using single channel after parameter selection process. Between the parentheses is standard deviation within the 4-fold CV, indicating the stability of each channel. This result indicates that it is feasible to estimate vigilance level using single channel. Furthermore, accuracy in the frontal lobe seems higher than in other areas of scalp, which have reasonable interpretation in brain science that frontal lobe is associated with attention and motivation [33]. Locations of electrodes are depicted in Fig. 1.

The precision and cost parameters within RBF-kernel SVM are also determined by 4-fold CV in the same way as above. By restricting each covariance of class Gaussian density being the same, LDA have no adjustable parameter and thus realize a simple but often powerful classifier.

Table 2
<table>
<thead>
<tr>
<th>Label</th>
<th>hGMM (%)</th>
<th>SVM (%)</th>
<th>LDA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>88.46</td>
<td>80.77</td>
<td>73.19</td>
</tr>
<tr>
<td>b4</td>
<td>77.81</td>
<td>72.95</td>
<td>59.28</td>
</tr>
<tr>
<td>c10</td>
<td>63.95</td>
<td>58.16</td>
<td>52.41</td>
</tr>
</tbody>
</table>

![Fig. 4. 20x20 possibilities in the parameter space, with channel = FZ and the order of AR is 7.](image)

4.2. Experimental results

We conducted extensive classification experiments on selected 12 data sets to show the performance of the integrated approach. All the experiments are preprocessed to eliminate artifacts and extract features in the same manner as described in Section 3. Then we compared the capabilities of different classification algorithms and also the effect of using different groups of channels.

Table 3 shows the result that high accuracy rate can be obtained when using GMM with only one channel. It is interesting to note the fact that with increasing number of channels, which means increase of features, the classification rate is degraded for all of the 3 methods consistently. We believe that the difficulty in dealing with artifact is proportional to the number of channels. In fact, more channels indeed provide more useful information while accompanying with predominant artifacts simultaneously. Steady and small number of channels is essential to guarantee our integrated approach to gain a fine result. However, it is a very promising property of our approach that we can employ a small number of electrodes in real-world applications to complete this vigilance estimation task.

It is also interesting to note that the GMM finally lead to the best results compared with SVM and LDA. We know that the GMM could supply unbounded complexity of model only by adjusting the number of mixtures per subclass. Thus the GMM could approximate the distribution of diverse EEG data sets quite well and easy while SVM moves the modeling process from optimizing the parameters to model selection. It will take lots of time to select a suitable kernel to obtain the best classification performance [34]. The effect of this density approximation can also be seen clearly in the following regression experiment. What’s more, our original assumption is successful based on this generic model in predicting other subject’s vigilance level. This is very valuable in the sense that given adequate training data sets, the GMM can discover the dominating nature underlying EEG signals. And more importantly, the discovered model could recognize and classify new EEG data.

Finally, to predict vigilance level continuously and reliably, we investigate the regression ability based on GMM. The posterior probability of label 2 is supposed to reflect the subject’s vigilance level. The posterior probability is averaged over a 30 s long window to avoid extensive oscillation. We obtained a continuous prediction curve which could catch the main trend of vigilance level, as illustrated in Fig. 5. This regression result could also verify the suitability of the density estimation using GMM.

5. Conclusions

In this paper, a new integrated approach is proposed to predict vigilance level sequentially and automatically based on EEG signals. We combined several techniques involved in different component of estimating the vigilance level. With adequate and effective preprocessing, we obtain a reliable and reasonable high classification performance against 2 traditional methods SVM and LDA over 12 data sets. Thus we verified the ability of our integrated approach combined with GMM in dealing with EEG
Fig. 5. The vertical axis indicates error rate the subject responded, with low error rate represents high vigilance level. The horizontal axis is the time course of this trial lasting about 5 x 800 s. This figure shows good agreement between quantified vigilance level and the prediction result.

data. The regression performance based on posterior probability of GMM is proven to be promising and need further study to improve its generalization ability. Furthermore, to deal with artifact in EEG recordings more naturally, we will investigate the Dirichlet Mixture Model to improve the robustness of our method.
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