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ABSTRACT

In order to seek non-propagation method to train generalized single-hidden layer feed forward neural networks, extreme learning machine was proposed, which has been proven to be an effective and efficient model for both multi-class classification and regression. Different from most of existing studies which consider extreme learning machine as a classifier, we make improvements on it to let it become a feature extraction model. Specifically, a discriminative extreme learning machine with supervised sparsity preserving (SPELM) model is proposed. From the hidden layer to output layer, SPELM performs as a subspace learning method by considering the discriminative as well as sparsity information of data. The sparsity information of data is identified by solving a supervised sparse representation objective. Experiments are conducted on four widely used image benchmark data sets and the classification results demonstrate the effectiveness of the proposed SPELM model.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Extreme learning machine (ELM) proposed by Huang et al. [12] is an efficient and effective method to train single hidden layer feed neural networks (SLFNs), providing us a unified framework for both multi-classification and regression. The basic ELM model can be simply seen as a random feature mapping followed by a least square formula based linear regression. The main contribution of ELM to general SLFNs is that the input weights between the input layer and hidden layer as well as the biases of hidden units can be randomly generated, which leads to the analytical determination of the output weights between the hidden layer and output layer. Such improvement greatly alleviates the burden of weight tuning caused by the widely used back-propagation algorithms [3] and thus guarantees the fast learning speed of ELM. As an variant of SLFNs, though the mathematical formula of ELM is simple, the universal approximation capacity [4,5] can be also hold. Furthermore, the rationality of the randomly generated input weights is analyzed by some recent studies [6,7]. ELM research has been a hotspot and studies are conducted from diverse aspects such as theoretical investigation [6,7], model improvements [8,9] and various applications [10,11]. Some of the recent progresses were reviewed in [12].

In most of existing studies, ELM was treated as a classifier to various applications such as face recognition [13] and EEG signal classification [14]. In this paper, we make improvements on ELM from the feature extraction perspective. The underlying idea is to consider the output layer of ELM as a subspace of the ELM feature space, and we expect to learn a meaningful representation of data in such subspace. Therefore, our central task is to impose appropriate constraints on the output weights, which is also the general problem in designing an effective subspace learning algorithm. In machine learning and computer vision communities, sparse representation (SR) has been a promising method for statistical signal modeling. Identifying the sparsity information of data by solving an ℓ₁-norm regularized least square formula has become efficient [15] and thus many related applications based on SR are put forward such as face recognition [16], spectral clustering [17] and subspace learning [18,19]. The sparsity information of data usually presents us some excellent properties such as the self-expression capacity and discriminative information of data. Therefore, we naturally expect that the sparsity could be preserved by the ELM output weights. However, the difference lies in that what we are trying to preserve is the group sparsity [20] other than the generally used flat sparsity. By (1) modifying the indicator matrix in original ELM definition to make it proper for discriminant analysis; and (2)
incorporating the sparsity preserving term into ELM objective as a regularizer, we formulate the objective function of the proposed SPELM model.

The remainder of this paper is organized as follows. In Section 2, we briefly review extreme learning machine, sparse representation and its supervised variant. The proposed sparsity preserving extreme learning machine including the model formulation of SPELM and some practical considerations is presented in Section 3. Experiments are conducted in Section 4 to evaluate the effectiveness of the proposed model. Section 5 concludes the whole paper.

Notations
Throughout the whole paper, we use bold upper case letter to denote matrices, bold lower case letter to denote vectors. For any matrix \( M, m \), means the \( i \)th column vector of \( M \), \( m^T \) means the \( i \)th row vector of \( M \) and \( m_{ij} \) denotes the \((i, j)\)th element of \( M \). \( \text{Tr}(M) \) is the trace of \( M \) if it is a square matrix. \( M^T \) denotes the transpose of \( M \). For \( p \ge 1 \), the \( \ell_p \)-norm of a vector \( m \in \mathbb{R}^d \) is defined as \( \|m\|_p = (\sum_{j=1}^d |m_j|^p)^{1/p} \). The \( \ell_0 \)-norm of \( m \) counts its number of non-zero elements. The Frobenius norm of \( M \in \mathbb{R}^{d \times n} \) is \( \|M\|_F^2 = \sum_{i=1}^d \sum_{j=1}^n m_{ij}^2 = \text{Tr}(M^T M) \).

2. Preliminaries

2.1. Extreme learning machine

Considering the data collection matrix \( X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{d \times n} \), the output function of ELM for generalized SLFNs is

\[
\beta_f(x) = \sum_{i=1}^L \beta_i h_i(x) = h(x) \beta, \tag{1}
\]

where \( \beta = [\beta_1, \ldots, \beta_L]^T \) is the output weight matrix between the hidden layer and output layer, \( L \) is the number of hidden units, and \( h(x) = [h_1(x), \ldots, h_l(x)] \) is the ELM nonlinear feature mapping, e.g., the output row vector of the hidden layer with respect to the input \( x \). \( h_i(x) \), \( i = 1, 2, \ldots, L \) is the output of the \( i \)th hidden unit.

Basically, training SLFN based on ELM contains two stages: (1) calculating the hidden layer representation; (2) estimating the output weight. In the first stage, given a randomly generated input weight matrix \( W \in \mathbb{R}^{d \times L} \) and bias vector of hidden units \( b \in \mathbb{R}^{L \times 1} \), the hidden layer representation \( H \) can be obtained via

\[
H = \varphi(X^T W + b), \tag{2}
\]

where \( \varphi(\cdot) \) is a nonlinear piecewise continuous function. The hidden layer is also called ELM feature space. In the second stage of ELM learning, the output weight between hidden layer and output layer, denoted by \( \beta \in \mathbb{R}^{L \times c} \), can be estimated by solving the following least square regression formula

\[
\min_{\beta} \|H \beta - y\|_2^2. \tag{3}
\]

The hidden layer output matrix \( H \) is

\[
H = \begin{bmatrix}
[ \begin{bmatrix} h_1(x_1) \\
\vdots \\
h_L(x_1) 
\end{bmatrix} & \ldots & \begin{bmatrix} h_1(x_L) \\
\vdots \\
h_L(x_L) 
\end{bmatrix} 
\end{bmatrix} = \begin{bmatrix} h_1(x_1) & \ldots & h_L(x_1) \\
\vdots & \vdots & \vdots \\
h_1(x_L) & \ldots & h_L(x_L) 
\end{bmatrix} \tag{4}
\]

To simplify the notation in following sections, we denote \( H^i \) as \( h(x_i) \), which is the \( i \)th row vector in \( H \). The training data response matrix \( Y \) is defined as

\[
Y = \begin{bmatrix} y_1 \\
\vdots \\
y_n 
\end{bmatrix} = \begin{bmatrix} y_{11} & \ldots & y_{1c} \\
\vdots & \vdots & \vdots \\
y_{n1} & \ldots & y_{nc} 
\end{bmatrix}. \tag{5}
\]

Obviously, the solution to (3) is

\[
\beta_{ELM} = H^T Y, \tag{6}
\]

where \( H^T \) denotes the Moore–Penrose generalized inverse of matrix \( H \).

To avoid the singularity problem when calculating the inverse and enhance the generalization performance of ELM, the regularized ELM [21] can be reached via shrinking the values of \( \beta \) as

\[
\min_{\beta} \|H \beta - y\|_2^2 + \lambda \|\beta\|_2^2. \tag{7}
\]

Similarly, the closed form solution to regularized ELM is

\[
\beta_{ELM} = (H^T H + \lambda I)^{-1} H^T Y, \tag{8}
\]

where \( I \in \mathbb{R}^{L \times L} \) is an identity matrix.

2.2. Sparse representation

Given a data point \( y \in \mathbb{R}^{d \times 1} \) as well as an over-complete dictionary matrix \( A = (a_1, a_2, \ldots, a_m) \in \mathbb{R}^{d \times m} \), the goal of sparse representation is to represent \( y \) by using as few entries in \( A \) as possible. This can be expressed as follows

\[
\min_{\alpha} \|\alpha\|_0, \ s.t. \ y = A \alpha, \tag{9}
\]

where \( \alpha \in \mathbb{R}^{m \times 1} \) is the representation coefficient. The above problem is NP-hard due to the non-convex and discrete nature of the \( \ell_0 \)-norm. However, it will become tractable by using the closest convex surrogate \( \ell_1 \)-norm instead. The corresponding objective is

\[
\min_{\alpha} \|\alpha\|_1, \ s.t. \ y = A \alpha. \tag{10}
\]

Due to the noisy environment in real-world applications, the equality constraint is hard to satisfy. Thus, by considering the coding residual and taking the sparse constraint on coefficient as regularizer, the reformulated objective of sparse representation is

\[
\min_{\alpha} \frac{1}{2} \|y - A \alpha\|_2^2 + \lambda \|\alpha\|_1, \tag{11}
\]

where \( \lambda \) is the regularization parameter. This is an \( \ell_1 \)-norm regularized least square problem which can be solved by many efficient algorithms [15]. Sometimes, the training samples are stacked together to form the dictionary \( A \).

2.3. Supervised sparse representation

Recently, several studies have shown that the \( \ell_1 \)-norm induced sparse models perform well only in low-correlation settings [22,23]. Considering using the data collection matrix as dictionary, if samples from the same class are highly correlated, the \( \ell_1 \)-norm will encounter the stability problem and it generally tends to select a single representative sample randomly and ignore other correlated ones. This leads to a sparse solution but misses the correlation in data and often causes suboptimal performance. Specifically, for face recognition task in uncontrolled environment, the variation information (e.g., illumination and expression) may be more significant than the identity. In this case, it is possible that face images from different subjects with similar variations could have higher correlation than those from the same subject but with different variations. Therefore, considering the label information of training samples and emphasizing the sparsity of the number of classes instead of the number of samples are of great necessity, which leads the group sparsity. Below is the method to identify the group sparsity.

Assume that there are total \( n \) training images from \( c \) classes, each class has \( n_k \) images for \( k = 1, \ldots, c \). Based on the standard sparse representation-based classification (SRC) [16], we are given
a test image $y$ and then aim to optimize the following supervised sparse representation objective by using training samples as columns of the dictionary matrix

$$\min_{\alpha} \frac{1}{2} \|y - A\alpha\|_2^2 + \lambda \|\alpha\|_2^1,$$  \hspace{1cm} (12)

where $\lambda$ is a regularization parameter, $\|\alpha\|_2 = \sum_{i=1}^n \|\alpha_i\|_2$ and $A = (A_1, \ldots, A_n), \quad A_k = (x_{1_i}, \ldots, x_{m_i});$

$$\alpha = (\alpha_1, \ldots, \alpha_n)^T, \quad \alpha_k = (\alpha_{k1}, \ldots, \alpha_{km_i})^T.$$  \hspace{1cm} (13)

Currently, we need to investigate the sparsity information and self-expression capacity of the training samples. Therefore, $y$ will be replaced by each sample $x_i, i = 1, 2, \ldots, n$, and the corresponding objective is to reconstruct $x_i$ by

$$\min_{\alpha_i} \frac{1}{2} \|x_i - A_i\alpha_i\|_2^2 + \lambda \|\alpha_i\|_2^1,$$  \hspace{1cm} (14)

where $A_i$ is obtained by removing $x_i$ from $A$, that is, $A - x_i$; and $\alpha_i$ is the corresponding representation coefficient on $A_i$.

The detailed implementation to (14) based on the $\ell_2, 1$-norm optimization method [24] is given in Algorithm 1, where we simplify the notations of $A_i$ and $\alpha_i$ respectively as $A$ and $\theta$ to enhance the readability. If $\|\theta_{k+1}\|_2^1$, $k = 1, \ldots, c$ is close to zero, we usually use $\|\theta_{k+1}\|_2^1 + \epsilon$, $k = 1, \ldots, c$ instead based on regularization technique, where $\epsilon$ is a small constant.

Once $\theta$ is obtained, we can construct the sparse coefficient vector $s_i$ corresponding to $x_i$ by adding a zero value in the $i$th position of $\theta$, that is,

$$s_i = (\theta_1, \ldots, \theta_{i-1}, 0, \theta_i, \ldots, \theta_n)^T \in \mathbb{R}^{n \times 1}.$$  \hspace{1cm} (16)

By this way, the learned coefficient $s_i$ can explore the sparse structure as well as the label information of training samples.

3. Sparsity preserving extreme learning machine

In this section, we will give the formulation of sparsity preserving extreme learning machine (SPELM) in detail including the strategy of sparsity preserving, the objective of SPELM and some discussions between SPELM and related ELMs.

3.1. Sparsity preserving method

We expect that the group sparsity structure in the original data space to be preserved from the ELM feature space to the projected subspace, which can be achieved by minimizing the following objective

$$J(\beta) = \min_{\beta} \sum_{i=1}^n \|\beta_i^T h_i^T - \beta_i^T h_i^T s_i\|_2^2.$$  \hspace{1cm} (17)

The above objective is the total sparse representation error of all training samples in the projected subspace; therefore, minimizing this term can ensure the sparse representation structure to be preserved in the projected subspace. Accordingly, it is employed to regularize the objective of extreme learning machine. With some algebraic transformation, we have

$$\sum_{i=1}^n \|\beta_i^T h_i^T - \beta_i^T h_i^T s_i\|_2^2 = \text{Tr}\left[\beta_i^T \left(\sum_{i=1}^n (h_i^T - h_i^T s_i)(h_i^T - h_i^T s_i)^T\right)\beta_i\right]$$

$$= \text{Tr}\left[\beta_i^T \left(\sum_{i=1}^n (h_i^T e_i - h_i^T s_i)(h_i^T e_i - h_i^T s_i)^T\right)\beta_i\right]$$

$$= \text{Tr}\left[\beta_i^T H_i^T \left(\sum_{i=1}^n e_i e_i^T - s_i s_i^T + s_i s_i^T + s_i s_i^T\right)H_i\beta\right].$$  \hspace{1cm} (18)

where $e_i$ is an $n$th dimensional unit vector with the $i$th element 1 and the others 0.

3.2. Objective of SPELM

Considering the supervised sparsity preserving term $J(\beta)$ shown in (17) as a regularizer, the formulated discriminative extreme learning machine with sparsity preserving (SPELM) has the following objective

$$\min_{\beta} \|H\beta - Y\|_2^2 + \lambda_1 \text{Tr}(\beta^T H^T M H \beta) + \lambda_2 \|\beta\|_2^2.$$  \hspace{1cm} (19)

where $M = I - S - S^T + S^T S$, $Y$ is a class indicator matrix defined as follows [25]

$$y_{ij} = \begin{cases} \sqrt{\pi_i} - \sqrt{\pi_j}, & \text{if } y_i = j \\ \sqrt{\pi_j}, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (20)

$y^T$ is the class label of $x_i, n_i$ is the sample size of the $j$th class, and $n$ is the total sample size of data set. $\lambda_1$ controls the impact of sparsity preserving by $\beta$ and $\lambda_2$ controls the effect of weight shrinkage of $\beta$.

Obviously, it is easy to verify that the optimal solution to (19) can be reached when $\beta$ has the following estimation

$$\beta^* = (H^T (I + \lambda_1 M) H + \lambda_2 I)^{-1} H^T Y.$$  \hspace{1cm} (21)

This is an analytical solution to output weights. Except the process of sparsity identification, the computational complexity of SPELM is similar to that of GELM [26].

We summarize the whole framework of SPELM in Algorithm 2.

3.3. Efficient model selection

Parameters $\lambda_1$ and $\lambda_2$ play important roles in the implementation of SPELM, which are usually selected from some candidate values via cross-validation. In ELM setting, the dimension of hidden layer representation, which equals to the number of hidden units, are usually large. Therefore, the sizes of $H^T M H$ and $H^T H$ are
large and then the cross-validation process is computationally expensive. Following the pipeline in [27], we give an efficient method below to do model selection.

According to (21), we have

\[
\beta^* = \left( H^T H + \lambda_1 H^T M H + \lambda_2 I \right)^{-1} H^T Y = \left[ \lambda_2 \left( \frac{1}{\lambda_2} H^T H + \frac{\lambda_1}{\lambda_2} H^T M H + I \right) \right]^{-1} H^T Y 
\] 

(22)

Define \( \gamma = \frac{\lambda_1}{\lambda_2} \) and \( D_{\gamma} \) as a diagonal matrix with each element on the diagonal as \( (D_{\gamma})_{ii} = \frac{1}{\gamma^2} \) for \( i = 1, 2, \ldots, n \), then we can rewrite the above equation as

\[
\beta^* = \frac{1}{\lambda_2} \left[ H^T (D_{\gamma} + \gamma M) H + I \right]^{-1} H^T Y. 
\]

(23)

Since \( (I + AB)^{-1} = I - A(I + BA)^{-1} B \) [28], we have

\[
\left[ H^T (D_{\gamma} + \gamma M) H + I \right]^{-1} = I - H^T \tilde{M} (I + HH^T \tilde{M})^{-1} H,
\]

where \( \tilde{M} = D_{\gamma} + \gamma M \). Therefore,

\[
\beta^* = \frac{1}{\lambda_2} \left[ I - H^T \tilde{M} (I + HH^T \tilde{M})^{-1} H \right] H^T Y. 
\]

(25)

In the case when the number of ELM hidden units \( L \) is much larger than the sample size \( n \), the size of matrix

\[
I + HH^T (D_{\gamma} + \gamma M) \in \mathbb{R}^{n \times n}
\]

(26)

is much smaller than that of matrix

\[
H^T H + \lambda_1 H^T M H + \lambda_2 I \in \mathbb{R}^{L \times L},
\]

(27)

the computational cost will be dramatically reduced. When the sample size is much larger than the number of ELM hidden units, the original formulation is more efficient.

3.4. Discussions

In this section, we give discussions on connections between SPELM and two closely related ELMs which are unsupervised ELM (US-ELM) [8] and graph regularized ELM (GELM) [26].

US-ELM is also a feature extraction model, which can be simply viewed as a random feature mapping followed by a locality preserving projection (LPP) [29]. Equivalently, we can think it as doing LPP in the ELM feature space. Basically, there are three different aspects between SPELM and US-ELM:

- US-ELM is an unsupervised subspace learning method and thus the output representation is more applicable to data clustering, while SPELM is a supervised learning method and thus the learned subspace representation is used to do supervised tasks such as classification;

- From the hidden layer to output layer, US-ELM expects the output weights to preserve the locality information of data. However, SPELM aims to preserve the global information based on the specially designed indicator matrix and the least square discriminant analysis [25];

- The dimension of the output representation in US-ELM is arbitrary, which leaves the dimension of the subspace a free parameter. For SPELM, we can consider it as an enhanced nonlinear discriminant analysis. Then, the maximal dimension of the learned subspace is \( c - 1 \) (\( c \) is the number of classes).

Though the general objective of SPELM is similar to that of GELM, there are at least three different aspects between these two models:

- GELM is an enhanced ELM and of course a classifier, while SPELM is essentially a feature extraction method which can be theoretically suffixed by any classifier for pattern recognition;

- The structure information of training samples in GELM is obtained based on their label information. Therefore, the corresponding affinity matrix and graph Laplacian can be directly constructed, while in SPELM the sparsity information matrix \( S \) (can be also seen as one type of similarity measure) is obtained by solving a sparse learning objective;

- Specifically, GELM tries to minimize \( \beta^T H^T L H \beta \), while SPELM tries to minimize \( \beta^T H^T M H \beta \). Note that, a vector \( f = (f_1, f_2, \ldots, f_n) \) can be thought as a function defined on the graph such that \( f_i \) is the map of the \( i \)th node. Thus, a matrix can be thought as an operator acting on functions on the graph. In [30], Belkin and Niyogi show that under certain conditions,

\[
M f \approx \frac{1}{2} L^2 f.
\]

(28)

Also, from spectral graph theory [31], we know that \( L \) provides a discrete approximation to the Laplace Beltrami operator \( L \) on the manifold. Therefore, the matrix \( M \) provides a discrete approximation to \( L^2 \). This indicates that these two regularizers provide two different ways to approximate the eigenfunctions of Laplace Beltrami operator.

4. Experimental studies

In this section, we evaluate the proposed method, i.e., SPELM, by comparing it with closely related subspace learning methods and classifiers.
Table 3
Classification accuracy with deviation of different algorithms (%) on the Extended Yale B data set.

<table>
<thead>
<tr>
<th>Ext. Yale B</th>
<th>5 train</th>
<th>10 train</th>
<th>20 train</th>
<th>30 train</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>76.09 ± 1.66</td>
<td>86.85 ± 1.13</td>
<td>89.69 ± 0.70</td>
<td>86.96 ± 1.30</td>
</tr>
<tr>
<td>LPP</td>
<td>73.62 ± 1.61</td>
<td>84.89 ± 0.96</td>
<td>87.84 ± 0.84</td>
<td>85.55 ± 1.25</td>
</tr>
<tr>
<td>NPE</td>
<td>73.36 ± 1.99</td>
<td>84.57 ± 1.42</td>
<td>87.74 ± 0.96</td>
<td>81.79 ± 1.29</td>
</tr>
<tr>
<td>SSC</td>
<td>71.49 ± 1.68</td>
<td>86.55 ± 1.27</td>
<td>94.52 ± 0.76</td>
<td>97.03 ± 0.35</td>
</tr>
<tr>
<td>USELM</td>
<td>42.80 ± 2.80</td>
<td>55.71 ± 2.03</td>
<td>69.78 ± 1.69</td>
<td>78.84 ± 1.36</td>
</tr>
<tr>
<td>RELM</td>
<td>76.49 ± 1.72</td>
<td>88.13 ± 1.15</td>
<td>95.13 ± 0.76</td>
<td>97.72 ± 0.45</td>
</tr>
<tr>
<td>GELM</td>
<td>78.18 ± 1.61</td>
<td>89.08 ± 1.10</td>
<td>95.52 ± 0.71</td>
<td>98.04 ± 0.43</td>
</tr>
<tr>
<td>SPELM</td>
<td>77.67 ± 1.63</td>
<td>89.45 ± 1.15</td>
<td>95.68 ± 0.87</td>
<td>98.13 ± 0.26</td>
</tr>
</tbody>
</table>

Table 4
Classification accuracy with deviation of different algorithms (%) on the USPS data set.

<table>
<thead>
<tr>
<th>USPS</th>
<th>3 train</th>
<th>5 train</th>
<th>10 train</th>
<th>15 train</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>65.07 ± 4.20</td>
<td>65.19 ± 2.88</td>
<td>60.16 ± 3.07</td>
<td>55.40 ± 3.85</td>
</tr>
<tr>
<td>LPP</td>
<td>64.24 ± 4.11</td>
<td>65.46 ± 2.75</td>
<td>60.71 ± 2.81</td>
<td>57.32 ± 3.77</td>
</tr>
<tr>
<td>NPE</td>
<td>65.60 ± 4.64</td>
<td>66.34 ± 2.99</td>
<td>62.30 ± 2.53</td>
<td>56.90 ± 3.57</td>
</tr>
<tr>
<td>SSC</td>
<td>73.41 ± 3.25</td>
<td>80.18 ± 1.99</td>
<td>87.44 ± 0.98</td>
<td>89.43 ± 1.20</td>
</tr>
<tr>
<td>USELM</td>
<td>62.12 ± 3.48</td>
<td>64.78 ± 3.15</td>
<td>78.15 ± 1.56</td>
<td>80.30 ± 2.53</td>
</tr>
<tr>
<td>RELM</td>
<td>74.55 ± 2.89</td>
<td>80.29 ± 2.19</td>
<td>86.52 ± 1.10</td>
<td>88.66 ± 1.10</td>
</tr>
<tr>
<td>GELM</td>
<td>75.19 ± 2.93</td>
<td>80.87 ± 2.29</td>
<td>86.64 ± 1.12</td>
<td>88.73 ± 0.93</td>
</tr>
<tr>
<td>SPELM</td>
<td>76.08 ± 2.62</td>
<td>81.17 ± 2.47</td>
<td>86.76 ± 1.20</td>
<td>88.77 ± 1.20</td>
</tr>
</tbody>
</table>

4.1. Data sets

Four widely used image data sets are employed in our experiments. The statistics of these data sets are summarized below (see also Table 1).

- **COIL20 database** is a data set of gray-scale images of 20 objects. The objects were placed on a motorized turntable against a background. The turntable was rotated through 360° to vary

---

the object poses with respect to a fixed camera. Images of the objects were taken at pose intervals of 5°, which corresponds to 72 images per object. In following experiments, we have resized each of the original 1440 images down to 32 × 32 pixels.

- Extended Yale B database contains 16128 face images of 38 human subjects under 9 pose and 64 illumination conditions. In our experiment, we choose the frontal pose and use all the images under different illumination, thus we get 2414 images in total. All the face images are manually aligned and cropped. They are resize to 32 × 32 pixels, with 256 gray levels per pixel. Thus each face image is represented as a 1024-dimensional vector.

- USPS database consists of gray-scale handwritten digit images. We use a popular subset which contains 9298 handwritten digit images in total provided by Deng Cai. The size of each image is 16 × 16 pixels with 256 gray levels.

- UMIST database contains 20 subjects and totally 575 face images. Each covers a range of poses from profile to frontal views. Subjects cover a range of race/sex/appearance. All images are cropped and resized into 28 × 23 pixels per image.

Several sample images from these four data sets are shown in Fig. 1.

4.2. Experimental settings

In the following experiments, we compare SPELM with some closely related subspace learning methods such as linear discriminant analysis (LDA) [32], locality preserving projection (LPP) [29], and neighborhood preserving embedding (NPE) [33] and classifiers such as supervised sparse coding (SSC) [34] and \( \ell_2 \)-norm regularized extreme learning machine (RELM) [2]. Additionally, we also include the results of US-ELM [1] which can be seen as a regularized locality preserving projection from ELM feature space to

---

2 http://vision.ucsd.edu/~leekc/ExtYaleDatabase/ExtYaleB.html
3 http://www.cad.zju.edu.cn/home/dengcai/Data/MLData.html
4 http://images.ee.umist.ac.uk/danny/database.html
Table 6
Results of paired students’ t-tests on the “>” relationship between the two accuracies on the four data sets.

<table>
<thead>
<tr>
<th></th>
<th>COIL20-2</th>
<th>COIL20-4</th>
<th>COIL20-6</th>
<th>COIL20-8</th>
<th>YaleB-5</th>
<th>YaleB-10</th>
<th>YaleB-20</th>
<th>YaleB-30</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPELM- LDA</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPELM- LPP</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPELM- NPE</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPELM- SSC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPELM- USELM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPELM- RELM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPELM- GELM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>USPS-3</td>
<td>USPS-5</td>
<td>USPS-10</td>
<td>USPS-15</td>
<td>UMIST-3</td>
<td>UMIST-5</td>
<td>UMIST-7</td>
<td>UMIST-9</td>
</tr>
<tr>
<td>SPELM- LDA</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPELM- LPP</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPELM- NPE</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPELM- SSC</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPELM- USELM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPELM- RELM</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SPELM- GELM</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 3. Pairwise comparison between RELM and SPELM on the UMIST data set. The x-axis denotes 20 different splittings of training and testing sets. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)
learned subspace as well as the GELM [26]. For US-ELM, the regularization parameter is empirically set as 0.1. The two regularization parameters $\lambda_1$ and $\lambda_2$ are searched from $2^{-10} \ldots 10$. In our experiment, we consider the supervised learning task and obviously the supervised version of LPP and NPE is used. The SSC is based on the implementation provided by Feiping Nie\(^5\). For subspace learning methods, the K-nearest neighbor classifier with $K=1$ is used to do classification. For accelerating the computing, samples are projected onto PCA subspace with 0.98 energy preserved before doing supervised sparse coding.

For COIL20 data set, $p_{\text{COIL20}} = \{2, 4, 6, 8\}$ images from each class were randomly selected as training samples, and the remaining samples were used for testing. Similarly, for the remaining data sets, we respectively set $p_{\text{YaleB}} = \{5, 10, 20, 30\}$, $p_{\text{USPS}} = \{3, 5, 10, 15\}$, and $p_{\text{AMIST}} = \{3, 5, 7, 9\}$. Since the training samples were randomly chosen, we repeated the experiment 20 times and then calculated the average recognition accuracy. The random indices for selecting training samples are kept the same for all compared algorithms. In general, the classification rate varies with the dimensionality of the subspace and thus the best average performance obtained is reported. The number of nearest neighbors in NPE is set as $n_{\text{train}}^{-1}$ if $n_{\text{train}}$ is smaller than 5; otherwise, it is set as 5.

The ELM architecture is set as follows: the number of hidden units are consistently set as 2000 and the ‘sigmoid’ function is used as activation function. Before being fed into ELM network, all samples are projected into PCA subspace with ratio 1. For fair comparison, we record each randomly generated input weight matrix of the 20 experiments in RELM and use them to SPELM.

There are three parameters in SPELM: (1) $\lambda$ is included in the sparsity identification stage; and (2) $\lambda_1$ and $\lambda_2$ are involved in the output weights estimation stage. It is usually time-consuming to do cross-validation on these three parameters by three-fold loops. In the following experiments, $\lambda$ is determined by grid search from candidate values $2^{-10} \ldots 10$ based on SSC classification performance since $\lambda$ is the only control parameter in SSC. Then, $\lambda_1$

\(^5\) http://escience.cn/people/fpnie/papers.html

---

**Fig. 4. Parameter sensitivity to $\lambda$ on the COIL20 data set on the first splitting of training and testing sets.**
and $\lambda_2$ are also determined by grid search from candidate values $2^{-10}$ to $2^{10}$.

4.3. Experimental results

The experimental results are given in Tables 2, 3, 4 and 5 where the best results are shown in boldface. From these four tables, we can find some interesting points below.

- From pairwise comparison results, SPELM is consistently better than RELM on all four data sets. This indicates that the sparsity information can greatly enhance the performance of ELM and thus it is of great necessity to identify the sparsity structure of data.
- Three typical supervised subspace learning methods, LPP, LDA and NPE, have comparable performance across different data sets. Obviously, they are superior to USELM since it is an unsupervised subspace learning method. The only difference between USELM and unsupervised LPP is the random feature mapping of ELM from input layer to hidden layer. LPP in supervised version is similar to LDA, which has been analyzed in detail in [35]. Also, supervised NPE is to preserve the discriminative information in the neighborhood of each sample.
- SSC works well when given more training samples each class. Taking Extended Yale B data set for example, when given 5 training samples each class, SSC can only obtain 71.49% recognition rate, which is obviously worse than the other methods. However, it performs pretty well with accuracy 97.03% when $P_{\text{train}}=30$, which is comparable with RELM but slightly worse than SPELM. In most cases, SPELM performs better than GELM since SPELM simultaneously emphasizes the differences of inter-class and intra-class samples while GELM only considers the difference of samples on class level.
- Generally, all RELM, GELM and SPELM can achieve excellent performance on all the four data sets no matter how many training samples each class are given. This indirectly implies the rationality of the random feature mapping in ELM and it is a competitive classifier in pattern analysis.

Since Tables 2, 3, 4 and 5 only give the mean accuracies as well as standard deviations of compared algorithms. For more clearly demonstrating the improvement of SPELM with respect to RELM, we give the experimental results on COIL20 and UMIST data sets over the 20 different configurations of training and testing samples, which are respectively shown in Figs. 2 and 3. To make the figures look neater, we first sort the results of RELM over the 20 experiments and record the indices and then rearrange the results of SPELM based on the indices. It is easy to find that for each configuration of training and testing samples, the red curve is always over the green curve which means SPELM actually obtains accuracy.
improvement by incorporating the supervised sparsity information of data.

To illustrate the statistical difference between our approach and other algorithms, we did the paired students’ t-test on these data sets. Here, the hypothesis is “the classification (mean) accuracy obtained by SPELM is greater than that obtained by the other (given) method”. Each test run us on two accuracy sequences, which are obtained from the 20 splits by our method and the given method. Table 6 reports the results of the statistical tests. In each entity, “1” means that the hypothesis is correct (true) with probability 0.95, and “0” means that “the hypothesis is wrong (false)” with probability 0.95. For example, on the COIL20 data set (see Table 2), the decision “92.07 (SPELM) > 90.43 (RELM)” is correct with probability 0.95. In summary, from Table 6, we see decision that “our algorithm achieves higher classification accuracy” is correct on most data sets.

4.4. Parameter sensitivity analysis

In this section, taking the COIL20 data set as an example, we examine the performance sensitivity of SPELM in terms of parameters , , and . Similar results can be obtained on the other three data sets.

Since we directly use the cross-validation results of in SSC objective, we plot the performance of SSC with respect to in Fig. 4. As we can see, despite of being given different training samples, the performance of SSC is pretty stable when takes values from . The performance of SPELM with respect to parameter combination is shown in Fig. 5. For each number of training samples, there is a large flat area on the mesh where SPELM can get high accuracy, generally when and respectively takes values from and .

5. Conclusion

In this paper, we have proposed a novel ELM model, sparsity preserving extreme learning machine (SPELM), by viewing ELM as a feature extraction model instead of a classifier. Basically, SPELM is a two-stage model in which the first stage is to identify the supervised sparsity information by solving a sparse learning formula and the second stage is to estimate the output weights of ELM. Besides the model formulation, we have given some practical considerations on model selection and some discussions on the connection of SPELM and other related ELMs. Extensive experiments on image classification have shown the effectiveness of the proposed SPELM model.
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