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Abstract. The min-max modular neural network with Gaussian zero-
crossing function (M3-GZC) has locally tuned response characteristic and
emergent incremental learning ability, but it suffers from quadratic com-
plexity in storage space and response time. Redundant Sample pruning
and redundant structure pruning can be considered to overcome these
weaknesses. This paper aims at the latter; it analyzes the properties
of receptive field in M3-GZC network, and then proposes a strategy for
pruning redundant modules. Experiments on both structure pruning and
integrated with sample pruning are performed. The results show that our
algorithm reduces both the size of the network and the response time no-
tably while not changing the decision boundaries.

1 Introduction

The min-max modular (M3) neural network [1,2] is an alternative modular neural
network model for pattern classification. It has been used in real-world problems
such as part-of-speech tagging [3] and single-trial EEG signal classification [4].
The fundamental idea of M3 network is divide-and-conquer strategy: decompo-
sition of a complex problem into easy subproblems; learning all the subproblems
by using smaller network modules in parallel; and integration of the trained
individual network modules into a M3 network.

Using linear discriminant function [5] as the base network module, the M3

network (M3-Linear) has the same decision boundaries as that of the nearest
neighbor classifier (NN) [6]. And M3-Linear is a specialization of M3 network
with Gaussian zero-crossing function (M3-GZC) [7], so M3-GZC can be viewed as
a generalization of nearest neighbor classifier. The most attracting attributes of
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M3-GZC are its locally tuned response characteristic and emergent incremental
learning ability. But it suffers from quadratic complexity in space and time, and
may be inefficient in large-scale, real-world pattern classification problems.

To decrease the storage space and response time of M3-GZC network, two
ways of redundancy pruning can be considered. One is sample pruning, which is
inspired by pruning strategies in NN [8,9,10,11,12,13,14,15]. We have proposed
the Enhanced Threshold Incremental Check algorithm [16] for M3-GZC network
in our previous work. The other way is structure pruning, which is correlative
with detailed network and can not borrow ideas from NN. In this paper we will
analyze the structure of M3-GZC network and propose a pruning algorithm.

The rest of the paper is organized as follows: In Section 2, M3-GZC network
is introduced briefly. In Sections 3 and 4 we analyze the properties of receptive
field and redundant modules in M3-GZC network. In Section 5 pruning algorithm
is described. Experiments are presented in Section 6. Finally, conclusions are
presented in Section 7.

2 Min-Max Modular Network with GZC Function

Let T be the training set for a K-class problem,

T = {(Xl, Dl)}L
l=1 , (1)

where Xl ∈ Rn is the input vector, Dl ∈ RK is the desired output, and L is the
total number of training data.

According to the min-max modular network [1,2], a K-class problem defined
in equation (1) can be divided into K × (K − 1)/2 two-class problems that are
trained independently, and then integrated according to a module combination
rule, namely the minimization principle. Fig.1(a) shows the structure of M3

network to a K-class problem, where Li denotes the number of data belonging
to class Ci.

A two-class problem can be further decomposed into a number of subprob-
lems and be integrated according to the minimization principle and the max-
imization principle. These subproblems can be learned by some base network
modules, such as SVM[17], back-propagation algorithm[3,4], and so on. Suppose
the training set of each subproblem has only two different samples, and the base
network module is Gaussian zero-crossing discriminate function as defined in
equation (2), the corresponding network is called M3-GZC network.

fij (x) = exp

[
−

(
‖x − ci‖

σ

)2
]
− exp

[
−

(
‖x − cj‖

σ

)2
]

, (2)

where x is the input vector, ci and cj are the given training inputs belonging to
class Ci and class Cj (i �= j), respectively, σ = λ‖ci−cj‖, and λ is a user-defined
constant.
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Fig. 1. Structure of M3-GZC network. (a) A K-class problem; (b)Further decomposi-
tion of a two-class problem.

The output of M3-GZC network is defined as follows.

gi(x) =

⎧⎨
⎩

1 if yi(x) > θ+

Unknown if θ− ≤ yi(x) ≤ θ+

−1 if yi(x) < θ−
(3)

where θ+ and θ− are the upper and lower threshold limits, and yi denotes the
transfer function of the M3 network for class Ci, which discriminates the pattern
of the M3 network for class Ci from those of the rest of the classes.

The structure of M3-GZC network is shown in Fig.1. It is clear that the total
number of modules in a M3-GZC network is

K∑
i=1

K∑
j=1,j �=i

Li × Lj , (4)

which means quadratic complexity in storage space and response time.

3 Properties of Receptive Field in M3-GZC Network

The receptive field in a M3-GZC network is defined as the input space that can
be classified to one class.

RF = {x|xεRn, ∃i, gi(x) = 1}. (5)

Suppose there are only two samples ci and cj , and we only concentrate on the
receptive field around ci. According to the axiom of norm, the following equation
is satisfied.

‖ci − cj‖ − ‖x − ci‖ ≤ ‖x − cj‖ ≤ ‖ci − cj‖ + ‖x − ci‖. (6)
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(a) (b) (c) (d)

Fig. 2. An illustration of structure pruning. (a) and (b) Receptive fields of a MIN
unit; (c) Modules and final decision boundaries in a M3-GZC network before pruning;
(d)Modules and final decision boundaries in a M3-GZC network after pruning.

So the shortest receptive field radius rmin can be obtained when ‖x − cj‖ =
‖ci− cj‖−‖x− ci‖, while the longest receptive field radius rmax can be achieved
when ‖x − cj‖ = ‖ci − cj‖ + ‖x − ci‖, as depicted in Fig.2 (a).

From equations (2), (3), (5), and (6), we can prove that the relationship
between rmax and ‖ci − cj‖ can be expressed as

rmax = k1‖ci − cj‖, (7)

where k1 is only correlated with λ and θ+.
Proof: Suppose x is on the direction of rmax and on the margin of the recep-

tive field, which means θ+ = fij(x). From equations (2) and (7), we get:

θ+ = exp

[
−

(
k1‖ci − cj‖
λ‖ci − cj‖

)2
]
− exp

[
−

(
k1‖ci − cj‖ + ‖ci − cj‖

λ‖ci − cj‖

)2
]

= exp

[
−

(
k1

λ

)2
]
− exp

[
−

(
k1 + 1

λ

)2
]

. (8)

So k1 is a function of λ and θ+.
Also, we can prove that the relationship between rmin and ‖ci − cj‖ can be

expressed as:
rmin = k2‖ci − cj‖. (9)

where k2 satisfies the following equation.

θ+ = exp

[
−

(
k2

λ

)2
]
− exp

[
−

(
1 − k2

λ

)2
]

. (10)

4 Redundancy Analysis

When another sample c′j belonging to class Cj is available, module Mi,j′ will
be established, which determines another receptive field RF2 around ci. Then



An Algorithm for Pruning Redundant Modules in M3 Network 297

the minimization principle will be used to combine RF2 and the field RF1 that
was previously determined by cj and ci. Since the role of minimization principle
is similar to the logical AND [1], only those fields that contained in both RF1

and RF2 will be the final receptive field RF , as shown in Fig.2 (b). In other
word, if RF2 includes RF1, RF will be equal to RF1. In this case, sample c′j
has no contribution to the final receptive fields around ci, and module Mi,j′ is a
redundant module.

Now the question of under what circumstances RF2 will include RF1 arises.
Here we give a sufficient proposition.

Proposition 1: Suppose sample cj is the nearest sample in class Cj to sam-
ple ci, if sample c′j in class Cj satisfies equation (11), then module Mi,j′ is a
redundant module.

‖ci − c′j‖ ≥ k1

k2
‖ci − cj‖ (11)

The proof is straightforward. From equation (11) we can get k2‖ci−cj′‖ ≥ k1‖ci−
cj‖, which means that rmin of RF2 is larger than rmax of RF1, so RF1 ⊆ RF2,
and module Mi,j′ is a redundant module.

For a k-class classification problem, proposition 1 can be extended to proposi-
tion 2 according to the minimization principle in K-class classification problems[1].

Proposition 2: Suppose sample cj is the nearest sample in class Cj (1 ≤ j ≤
K, j �= i)to sample ci, if sample ck in class Ck (1 ≤ k ≤ K, k �= i) satisfies
equation (12), then module Mi,k is a redundant module.

‖ci − ck‖ ≥ k1

k2
‖ci − cj‖ (12)

5 Pruning Algorithm

For a K-class problem defined in equation (1), according to proposition 2, our
pruning algorithm works as below.

1. Calculate k1 and k2 according to λ and θ+;
2. For each sample (x, d) in T ,

(a) Find the nearest neighbor (x′, d′) in T , d �= d′ and ‖x−x′‖ = MIN{‖x′′−
x‖}, (x′′, d′′)εT , d′′ �= d.

(b) For each sample (x′′, d′′) in T (d′′ �= d), if ‖x′′ − x‖ ≥ k1
k2
‖x′ − x‖, prune

the module based on (x, d) and (x′′, d′′).

The final structure of pruned M3-GZC network is composed of L MIN units,
as shown in Fig.3. Each MIN unit is composed of a center sample and some
neighbors in different classes around it. When a test sample x is presented, if it
is in the receptive field of one MIN unit, then the calculation is completed, and
the output is the same as the class of the center sample. If x is rejected by all
the MIN units, then the output is ‘Unknown’.

Suppose there are Ni neighbors around one center sample, Ni is determined
by the distribution of training samples. The total number of modules in the
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Fig. 3. Structure of pruned M3-GZC network. Nj
i denotes the jth neighbor around

sample i

pruned M3-GZC network is
∑L

i=1 Ni, which is less than that in the original
M3-GZC network:

∑K
i=1

∑K
j=1,j �=i Li × Lj.

An illustration of our pruning algorithm is depicted in Fig.2 (c) and (d).
Each circle line represents a module in M3-GZC network. The black and grey
areas denote the receptive field of each class, while the white area denotes the
‘Unknown’ output. Form the results, we can see that the decision boundaries
are identical, while 41.7% modules are pruned.

6 Experimental Results

In order to verify our method, we present experiments on three data sets. The
first is an artificial problem and the other two are real-world problems. We also
do the experiments that integrating our method with sample pruning. All the
experiments were performed on a 2.8GHz Pentium 4 PC with 1GB RAM.

6.1 Two-Spiral Problem

We test our structure pruning algorithm on the popular two-spiral benchmark
problem firstly. The data include 192 training samples and test samples respec-
tively (non-overlapping). The parameters of the experiment are given as follows:
λ = 0.5; θ+ = 0.01; θ− = −0.01. The correspond k1 and k2 is 1.073 and 0.497,
respectively. Fig.4 (a) shows the original problem, Fig.4 (b) shows the decision
boundaries before pruning and Fig.4 (c) shows the decision boundaries after
pruning. As we have expected, they are identical, but the number of modules
and response time are greatly reduced, as listed in Table 1.
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(a) (b) (c)

Fig. 4. Results on two-spiral problem. (a) Training samples; (b) Decision boundaries
before pruning; (c) Decision boundaries after pruning. Here black area denotes ‘Un-
known’ output.

Table 1. Experimental results. The upper row in each experiment denotes the pruned
net while the lower row denotes the original net. The unit of ‘Time’ is ms.

Data set Accuracy Unknown False Size Time Size Ratio Speed Up

two-spirals 100% 0.0% 0.0% 2516 18 13.7% 129

100% 0.0% 0.0% 18432 2315

balance 92.0% 0.0% 8.0% 39377 42 31.6% 137

92.0% 0.0% 8.0% 124800 5767

car 57.87% 42.13% 0.0% 126079 1805 37.7% 60

57.87% 42.13% 0.0% 334006 107878

image 84.0% 7.33% 8.67% 11280 449 33.0% 66

84.0% 7.33% 8.67% 34200 29730

Iris 94.67% 1.33% 4.0% 1843 3 49.1% 84

94.67% 1.33% 4.0% 3750 252

optdigits 97.22% 1.45% 1.34% 11454592 10784 89.1% 700

97.22% 1.45% 1.34% 12862520 7548237

glass image 86.0% 2.0% 12.0% 1167989 18817 43.7% 125

86.0% 2.0% 12.0% 2673000 2349796

6.2 UCI Database

In this experiment, our algorithm is tested on five benchmark data sets from the
Machine Learning Database Repository[18]: Balance, Car, Image Segmentation,
Iris and Optdigits. The detailed information of each problem is described in
Table 2. The parameters of each experiments are same as those in the two-spiral
problem, and results are listed in Table 1.
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Table 2. Number of class, dimension, training samples and test samples in UCI
database

Data Set Class Dimension Training Test

balance 2 4 500 125

car 4 6 864 864

image 5 19 210 2100

Iris 3 4 75 75

optdigits 9 64 3823 1797

Table 3. Experimental results of integrating sample pruning and structure pruning.
The upper row in each experiment denotes the net after sample pruning and structure
pruning while the lower row denotes the net only with sample pruning. The unit of
‘Time’ is ms.

Data set Accuracy Unknown False Size Time Size Ratio Speed Up

two-spirals 100% 0.0% 0.0% 794 11 4.31% 208.3

100% 0.0% 0.0% 8192 1268 44.4% 1.82

balance 92.0% 0.0% 8.0% 9878 15 7.92% 384.6

92.0% 0.0% 8.0% 44676 2510 35.8% 2.30

car 62.15% 34.14% 3.70% 31322 645 9.38% 166.7

62.15% 34.14% 3.70% 111138 36392 33.3% 2.97

image 82.0% 9.24% 8.76% 3280 478 9.59% 625

82.0% 9.24% 8.76% 11162 12035 32.6% 2.47

Iris 94.67% 1.33% 4.0% 345 3 9.2% 1.19%

94.67% 1.33% 4.0% 570 125 15.2% 84.0

optdigits 96.05% 2.62% 1.34% 1137798 3714 8.85% 2000

96.05% 2.62% 1.34% 1378048 840613 10.7% 9.0

glass image 85.55% 2.59% 11.86% 46397 16049 1.74% 147.1

85.55% 2.59% 11.86% 176928 151796 6.62% 15.5

6.3 Industry Image Classification

Due to its locally tuned response characteristic and incremental learning ability,
M3-GZC has been used in an industry fault detection project. The purpose of
this project is to choose out eligible glass-boards in an industrial product line,
which is done by trained workers in practice. It is a boring work; workers are easy
to be tired and then make wrong decisions. With the help of M3-GZC network,
workers need only judge the glass-boards that are classified to ‘Unknown’ by
the network. In our experiment, each glass-board image is converted into a 4096
dimension vector, 3420 images are used as training data while 1197 images as
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test data. The parameters are same as those in the two-spiral problem, and
results are listed in Table 1.

From Table 1, several observations can be made. Our pruning method has
no influence on the classification accuracy, but the size and response time can
be decreased notably, by an average of 42.6% and 0.975%, respectively. The
response time is saved much further than the size. This is due to that in the
pruned net it need not calculate all the modules to get the answer, if there is
a MIN unit accepts it, the calculation can be finished. Only those inputs that
the correspond result is ‘Unknown’ will calculate all the modules. But in most
cases, the ‘Unknown’ ratio is very low. So the response time can be cut down
greatly.

6.4 Integrated with Sample Pruning

Experiments of integrating sample pruning (Enhanced Threshold Incremental
Check)[16] and structure pruning are also conducted on the data sets mentioned
above. First we use ETIC to prune redundant samples in each training data set;
then we use our structure pruning algorithm to prune redundant models. The
results are listed in Table 3. We can see that the size and response time are
decreased much further, by an average of 7.28% and 0.49%, respectively.

7 Conclusions

M3-GZC network has the locally tuned response characteristic and emergent in-
cremental learning ability. But it suffers from sample redundancy and module
redundancy. In this paper we have presented a novel structure pruning algorithm
to reduce the redundant modules based on the properties of receptive field in
M3-GZC network. The decision boundaries of the pruned net are identical with
the original network, but the storage and response time requirement decreased
significantly. Experiments on structure pruning and integrated with sample prun-
ing verified the effectiveness of our pruning algorithm. We believe that module
redundancy reflects sample redundancy, our future work is to investigate the
relationship between them and combine them more effectively.
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