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Abstract. Domain adaptation, which aims to learn domain-invariant
features for sentiment classification, has received increasing attention.
The underlying rationality of domain adaptation is that the involved do-
mains share some common latent factors. Recently neural network based
on Stacked Denoising Auto-Encoders (SDA) and its marginalized version
(mSDA) have shown promising results on learning domain-invariant fea-
tures. To explicitly preserve the intrinsic structure of data, this paper
proposes a marginalized Denoising Autoencoders via graph Regulariza-
tion (GmSDA) in which the autoencoder based framework can learn
more robust features with the help of newly incorporated graph regular-
ization. The learned representations are fed into the sentiment classifiers
and experiments show that the GmSDA can effectively improve the clas-
sification accuracy when comparing with some state-of-the-art models
on the cropped Amazon benchmark data set.

Keywords: Domain Adaptation, Marginalized Denoising Autoencoder,
Graph Regularization.

1 Introduction

Sentiment analysis [9] aims to determine the attitude of a speaker or a writer
with respect to some topic or the overall contextual polarity of a document
which is now a popular application; however, it often suffers from cross domain
learning curse. To solve this problem, one solution is domain adaptation, which
can build classifiers that are robust to mismatched distributions [1] [8] [12].
This presents a major difficult in adapting predictive models. Recent work has
investigated techniques for alleviating the difference: instance re-weighting [8],
sub-sampling from both domains [5] and learning joint target and source feature
representations[4] [7] [12] [6].
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Learning domain-invariant features is under the assumption that there is a
domain invariant feature space [4] [2] [3] where the source and target domains
have the same or similar marginal distributions and the posterior distribution of
the labels are the same across domains. A deep model (SDA: stacked denoising
autoencoders) was proposed in [7] to learn domain-invariant features. Denois-
ing autoencoder [10] is a single layer neural network, whose output aims at
reconstructing the partially corrupted input. Denoizers can be used as building
block to construct deep architecture. The linearized version of SDA: marginal-
ized stacked denoising autoencoder (mSDA)[6], is computational economy with
a closed form solution and has few hyper-parameters to tune.

In real applications, the data is likely to reside on a low-dimensional am-
bient space. It has been shown that the geometrical information of the data
is important for pattern recognition. Though deep model has show promising
performance on domain adaption, it does not explicitly considers the intrinsic
structure of data. To compensate this drawback and simultaneously harness the
great power of feature learning of deep architecture, we propose a graph regular-
ized marginalized SDA, which considers the local manifold structure of the data.
The graph regularization term can be seen as a smooth operator for making the
learned features vary smoothly along the geodesics of the data manifold.

The remainder of this paper is organized as follows. Brief review on mSDA is
given in section 2. The proposed model, marginalized Denoising Autoencoders
via graph Regularization (GmSDA), is introduced in section 3. Section 4 eval-
uates our method on a benchmark composed of reviews of 4 types of Amazon
products and section 5 is conclusion.

Notation and Background. We assume the data originates from two domains,
source S and target T . We samples data DS = {x1, · · · ,xnS} ∈ R

d with ground
truth label LS = {y1, · · · , ynS}. For target domain, only data without labels
DT = {xnS+1, · · · ,xn} ∈ R

d are available. We do not assume that both use
identical features and pad all input vectors with zeros to make both domain
have same dimensionality d. The goal is to learn a classifier h ∈ H with labeled
data DS and unlabeled data DT to predict labels T of data in DT .

2 Marginalized Denoising Autoencoders

mSDA is a linearized version of SDA, in which the building block of mSDA is a
single layer denoising autoencoder. Given data points D = {x1, · · · ,xU} ∈ R

d ,
where D = DS

⋃DT , corruption is applied to them by random feature removal.
Then each feature has a probability p to be set to 0. Denote the corrupted version
of xi as x̃i. Reconstruction of corrupted input using mapping W : Rd → R

d is
equal to minimizing the squared reconstruction loss:

1

2n

n∑

i=1

||xi −Wx̃i||2. (1)

We can incorporate the bias into the mapping W = [W,b] with slightly mod-
ifying the feature as xi = [xi; 1]. And we assume that the constant feature is
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never corrupted. Considering a low variance, the m times passes over the input
are implied to corrupt different feature each time. Then the problem becomes to
solve the W which aims to minimize the overall squared loss:

1

mn

m∑

j=1

n∑

i=1

||xi −Wx̃||2. (2)

By defining the design matrixX = {x1, · · · ,xn} ∈ R
d×n, itsm-times repeated

version as X = [X, · · · ,X] and corrupted version of X as X̃, (1) can be reduced
to

1

2mn
Tr

[
(X−WX̃)T (X−WX̃)

]
, (3)

whose solution can be expressed as the closed form solution for ordinary least
squares:

W = PQ−1 with Q = X̃X̃T and P = X̄X̃T . (4)

Let m → ∞, denoising transform W can be effectively computed with in-
finitely many copies of noise data. By the weak law of large numbers, P and
Q converge to their mean values when m → ∞. Then the mapping W can be
expressed as:

W = E[P]E[Q]−1 with E[Q] =

n∑

i=1

[x̃ix̃
T
i ]. (5)

Off-diagonal entries in x̃ix̃
T
i are uncorrupted with the probability (1 − p)2,

while for diagonal entries, this holds with probability 1 − p. Denote a vector
q = [1 − p, · · · , 1 − p]T ∈ R

d+1, where qα and qβ represent the probabilities of
no corruption happen to the feature α and β respectively. Defining the scatter
matrix of the original uncorrupted input as S = XXT , the mean of Q can be
expressed as:

E[Q]α,β =

{
Sαβqαqβ if α �= β
Sαβqα if α = β.

(6)

Similarly, the mean of P can be expressed as

E[Q]α,β = Sαβqβ. (7)

Then the reconstruction mapping W can be computed directly. This is the
algorithm of the marginalized denoising autoencoder (mDA) [6].

Usually, the nonlinearity and the deep architecture is beneficial to feature
learning. The nonlinearity is injected through the nonlinear quashing function
h(·) after the reconstruction mapping W is computed. To perform the layer-wise
stacking, several mDA layers are stacked by feeding the output of the (t− 1)-th
mDA (after the squashing function) as the input into the t-th layer mDA.

3 Marginalized SDA with Graph Regularization

In this section, we present our graph regularized marginalized Stacked Autoen-
coder (GmSDA) model.
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3.1 General Graph Regularization Framework

As described in [11], a general class of graph regularization algorithms described
by the following optimization problem: given the data D = {x1, · · · ,xU} ∈ R

d,
we need to find a transformed representation f(xi) w.r.t. xi by minimizing

U∑

i,j=1

L(f(xi, α), f(xj , α),Wij) (8)

w.r.t. λ, subject to Balance constraint.
This type of optimization problem has the following main notations: f(x) ∈

R
n is the embedding one trying to learn from a given example x ∈ R

d. It
is parameterized by λ. In many techniques f(xi) = fi is a lookup table where
each example i is assigned an independent vector fi. L is a loss function between
pairs of examples. Each elementWij in W specifies the similarity or dissimilarity
between samples xi and xj . A balance constraint is often required for certain
object functions so that a trivial solution is not reached.

3.2 Marginalized SDA with Graph Regularization

We propose the mSDA based deep learning system with graph regularization to
learn domain-invariant features, which are used for training a linear SVM senti-
ment classifier. Our method can maximize the empirical likelihood (by DA) [10]
and preserve the geometric structure (by graph regularization) simultaneously.

Considering a graph with N vertices where each vertex corresponds to a data
point in the data set. The edge weight matrix S is usually defined as follows:

Sij =

{
1, if x̃i ∈ Np(x̃j) or x̃j ∈ Np(x̃i)
0, otherwise.

(9)

Np(xi) denotes the set of p nearest neighbors of xi. Let fi and fj be the
transformed representation (embedding) corresponding to x̃i and x̃j respectively,
where fi = Wx̃i, fj = Wx̃j , we hope to preserve the local structure of data by
minimizing the following equation:

1

2

n∑

i,j=1

||fi − fj ||2Sij = Tr(WX̃LX̃TWT ), (10)

where L is the graph Laplacian, which can be obtained by L = D − S. D is a
diagonal matrix whose entries are column (or row, since S is symmetric) sums
of S, Dii =

∑
j Sij .

By integrating this graph regularization term into the objective function of
mDA, we can get the objective function of the building block for our model:

argmin
W

1

2mn
Tr

[
(X̄−WX̃)T (X−WX̃)

]
+ Tr(WX̃LX̃TWT ), (11)

which can be solved analytically

W = P(Q+ λX̃LX̃T )−1, (12)
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where P and Q have the same definition in Eq.(3) and λ represents the pa-
rameter to balance the contribution of the graphic regularization. Follow the
marginalized configuration in Section 2. We can solved W in closed form as in
Eq.(4). The whole process of our GmSDA model is summarized in Algorithm 1.

Algorithm 1. mSDA via Graph Regularization (GmSDA)

Input: Data point D = {x1, · · · ,xU} ∈ R
d , where D = DS

⋃DT , number of
the layer l, corruption level p, number of nearest neighbors k, parameter
λ to balance the contribution of the graph regularizer

Output: hidden representation of l layer hl

Construct a weighted graphic S by KNN in Binary style;
Compute the graph Laplacian L;
Initialize X0 = D;
for t← 1 to l do

Compute X̃t−1X̃t−1T , X
t−1

X̃t−1T and X̃t−1LX̃t−1T ;
Solve Wt according to Eq.(12);
Compute ht = tanh(WtXt−1);
Define Xt = [Xt−1;h];

end

return hl

To apply GmSDA to domain adaptation, we first learn feature representa-
tion in an unsupervised fashion on the whole set including source domain and
target domain data. Then the output of all layers, after squashing function
tanh(Wtht−1), are combined with original features h0 to form new represen-
tations. Finally a linear SVM is trained on the new features.

4 Experiments

We evaluate GmSDA on the reduced Amazon reviews benchmark dataset [4]
together with several other related algorithms. This data set is more control-
lable and contains review from 4 type of domains: books, DVDs, electronics
and Kitchen appliances. For computational reasons, we followed the convention
of [7] and [6], considering only binary classification problem: whether a review
is positive or negative. The data is preprocessed as the setting in [4][6]. Our
experiments are using the first 5000 features.

We followed the experimental configuration in [6]: training a linear SVM on
the raw bag-of-words feature from the labeled source domain and test it on target
domain as the baseline. PCA (as another baseline) is used to project the entire
data set on to a low dimensional subspace where dense features are learned.
Another three type of features are also used to train a linear SVM: structural
correspondence learning (SCL) [4], 1-layers SDA [7] and mSDA[6].

We use Transfer Loss, Transfer Ratio and Transfer Distance [7] as metrics
for evaluating the performance of models.
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There are 4 parameters in GmSDA: the corruption level p, number of layers
l, number of nearest neighbors k and the balance parameter λ. k and λ are set
as 30 and 0.01 respectively in our experiments. p was selected with 5-fold cross
validation on the labeled data on source domain, following the setup in [6]. Near
optimal value p is obtained by this cross validation process for each domain.

Figure 1 displays the transfer loss across the twelve domain adaptation tasks.
The GmSDA outperforms all the compared models, achieving the best perfor-
mance. For some tasks, the transfer loss has negative results which denotes that
the learned features from source domain can train a better classifier than the
one trained on the original target domain. It is worth noticing that, GmSDA
achieves a lower transfer loss in ten out of twelve tasks than mSDA, indicating
that the learned features bridge the gap between domains.
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Fig. 1. Transfer losses on the Amazon benchmark of 4 domains: Books(B), DVDs(D),
Electronics(E) and Kitchen(K) by different methods
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Fig. 2. Transfer ratios of algorithms on the Amazon benchmark
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Figure 2 shows the transfer ratio for different methods and here we consider
different layers of deep architectures as well. Compared with other methods, de-
noising autoencoder framework achieves better performance. In this framework,
the deep architectures outperform the shallow ones and GmSDA get the best
results. We can conclude that: 1). sharing the unsupervised pre-training across
all domains is beneficial; 2). preserving the geometric structure is helpful to learn
domain-invariant features; 3). deep architecture is better than the shallow one.
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Fig. 3. Transfer distance: GmSDA vs. mSDA on the Amazon benchmark

Figure 3 shows the PAD of GmSDA and mSDA. All the points located beyond
the blue line. It denotes that GmSDA features have bigger transfer distance
than mSDA feature, which means it will be easier to distinguishing two domains
with GmSDA features. We explain this effect through the fact that GmSDA is
regularized with graph. With the help of the graph regularization, geometrical
structure is exploited and the local invariance is considered, resulting a generally
better representation. This helps both tasks, distinguishing between domains and
sentiment analysis.

5 Conclusion

In this paper, we propose the mSDA based deep learning system with graph
regularization. It can learn domain-invariant features which are suitable for sen-
timent classification. With help of the deep DA framework, we can maximize
the empirical likelihood. Similarly, incorporating the graph regularization into
mSDA, we can preserve the geometric structure to incorporate prior knowledge.
This overcomes the shortcomings of most existing domain adaptation methods
which focus only one aspect of the data or shallow framework. We compare
our proposed approach against deep learning baselines over the reduced Ama-
zon review benchmark. The experiments prove that our approach significantly
outperforms all the baselines.
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