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Large-Scale Nyström Kernel Matrix Approximation
Using Randomized SVD

Mu Li, Wei Bi, James T. Kwok, and Bao-Liang Lu, Senior Member, IEEE

Abstract— The Nyström method is an efficient technique for
the eigenvalue decomposition of large kernel matrices. However,
to ensure an accurate approximation, a sufficient number of
columns have to be sampled. On very large data sets, the
singular value decomposition (SVD) step on the resultant data
submatrix can quickly dominate the computations and become
prohibitive. In this paper, we propose an accurate and scalable
Nyström scheme that first samples a large column subset from
the input matrix, but then only performs an approximate SVD
on the inner submatrix using the recent randomized low-rank
matrix approximation algorithms. Theoretical analysis shows
that the proposed algorithm is as accurate as the standard
Nyström method that directly performs a large SVD on the inner
submatrix. On the other hand, its time complexity is only as low
as performing a small SVD. Encouraging results are obtained on
a number of large-scale data sets for low-rank approximation.
Moreover, as the most computational expensive steps can be
easily distributed and there is minimal data transfer among the
processors, significant speedup can be further obtained with the
use of multiprocessor and multi-GPU systems.

Index Terms— Distributed computing, graphics processor,
large-scale learning, low-rank matrix approximation, Nyström
method, randomized SVD.

I. INTRODUCTION

IN RECENT YEARS, kernel methods have been success-
fully applied in various real-world problems with highly

complex and nonlinear structures. Well-known examples
include the support vector machine, kernel Fisher discriminant
analysis, and kernel principal component analysis [1]–[3].
In kernel methods, the kernel matrix plays the central role
of describing the similarities among data samples. For appli-
cations in manifold learning and dimensionality reduction,
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the eigenvectors of this kernel matrix can also be used to
reveal intrinsic clustering structures and low-dimensional data
manifolds [4]–[6].

Given a set of n samples, the kernel matrix K is of
size n × n. This quadratic space complexity, together with
the often-involved cubic time complexity, can be demand-
ing in modern big data applications. A useful approach to
reduce these computational burdens is to utilize the decaying
spectra of kernel matrices and perform low-rank approxima-
tion. In other words, K is approximated by GG′, for some
G ∈ R

n×k . With k � n, the complexities associated in the
handling of G is much lower than those with K . The optimal
rank-k approximation (with respect to the spectral or Frobenius
norm) can be obtained by a direct eigenvalue decomposition
of K , and then construct G from the top k eigenvalues and
eigenvectors.

However, standard eigenvalue decomposition algorithms
take O(n3) time, which can again be prohibitive.
Alternatively, one may perform partial singular value
decomposition (SVD) using the Krylov subspace methods,
such as the Arnoldi method [7]. However, time reduction
is significant only when K is sparse and matrix–vector
multiplications can be computed efficiently [8]. Moreover,
it depends heavily on the singular spectrum structure of K .
If there has no sharp jump or gap, convergence of the
Krylov method can be slow and the obtained decomposition
inaccurate. In addition, as the procedure is iterative, the
matrix–vector multiplications involved cannot be performed
in parallel. In addition, if k eigenvalues/eigenvectors are to
be obtained, at least k passes over K will be required, which
can be prohibitive for huge matrices [9].

A more general alternative is to use the Nyström method
[8], [10]–[12]. It selects a subset of m � n columns from K ,
and then uses the correlations between the sampled columns
and the remaining columns to form a low-rank approxi-
mation of the full matrix. Since only a portion of K is
sampled for computation, the time complexity can be reduced
significantly. The space complexity is also smaller as only
the sampled columns need to stored, while all the other
matrices involved in the computation can be efficiently com-
puted from them. This makes the Nyström method highly
scalable. Fowlkes et al. [12] successfully applied it to spectral
clustering for image segmentation. It has also been popularly
used for tasks, such as Gaussian processes [8] and manifold
learning [13]. A number of efficient, classical multidimen-
sional scaling (MDS) algorithms, including the FastMap [14],
MetricMap [15], and Landmark MDS [16], have all been
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shown to be variations of the Nyström algorithm [17]. More
recently, it is further extended for semisupervised learning [18]
and scaling up of nonlinear SVMs [19]–[21].

Computationally, the Nyström method only has to decom-
pose a much smaller m × m matrix, which consists of the
intersection of the selected columns and their corresponding
rows. Obviously, the more columns are sampled, the more
accurate is the resultant approximation. However, there is
a tradeoff between accuracy and efficiency. When the data
set is very large, even that small matrix may no longer be
small in practice. For example, when there are several millions
examples, sampling only 1% of the columns will lead to an
intersection matrix that is larger than 10 000× 10 000.

Instead of using only one Nyström approximation,
Kumar et al. [22] recently proposed the use of an ensemble
of ne Nyström approximators (or experts). Empirically, this
leads to a more accurate approximation, as the total number
of columns sampled is larger than that of a single expert
in standard Nyström. Moreover, its computational cost is
(roughly) only ne times larger.

Recently, a class of randomized algorithms is
proposed for constructing approximate, low-rank matrix
decompositions [9]. It also extends the Monte Carlo
algorithms in [23], on which the analysis of the Nyström
method in [11] is based. Unlike the standard Nyström method
which simply samples a column subset for approximation, it
first constructs a low-dimensional subspace that captures the
action of the input matrix, and then a standard factorization
is performed on the matrix restricted to that subspace.
Althoughit is a randomized algorithm, it is shown that
this can yield an accurate approximation with very high
probability. On the other hand, the algorithm needs to have at
least one pass over the whole input matrix, and is thus more
expensive than the Nyström method, which only accesses
a column subset. On very large data sets, this performance
difference can be significant.

In this paper, we combine the merits of the standard
Nyström method and the randomized SVD algorithm. The
standard Nyström is highly efficient but requires a large
enough number of columns to be sampled, while the ran-
domized SVD algorithm is highly accurate but less efficient.
Motivated by the observation that the ensemble Nyström
algorithm is essentially using a block-diagonal matrix
approximation, we will adopt a large column subset and then
speed up the inner SVD step by randomized SVD. Both
theoretical analysis and experimental results confirm that the
error in the randomized SVD step is more than compensated
for by the ability to use a large column subset, leading to an
efficient and accurate eigenvalue decomposition even for very
large input matrices.

Moreover, the proposed method can be easily extended
for distributed computing that allows the use of more CPUs
and GPUs. However, distributed computing also has some
overheads. First, the network bandwidth and delay are often
1000 times worse than memory-to-CPU transfer, and so data
transmission becomes more expensive. Second, as the nodes
may have different processing speeds, the system needs to
wait for the slowest node (straggler) to complete its update

before the next iteration can proceed. In other words, the
system can only move forward only at the pace of the slowest
node. However, the proposed combination of Nyström and
randomized SVD algorithms is highly suitable for distributed
implementation because:

1) most parts of the Nyström method (except for the SVD
part) can be naturally parallelized;

2) in practice, the randomized SVD algorithm only requires
a few iterations, which significantly reduces the network
traffic and synchronization cost.

The rest of this paper is organized as follows. Section II
first reviews the Nyström and randomized SVD algorithms.
Section III then describes the proposed algorithm, and its the-
oretical analysis. Section IV describes the extension to distrib-
uted environments. Experimental results on single machines,
multiprocessor, and multi-GPU systems are presented in
Section V. Finally, the last section gives some concluding
remarks.

Some preliminary results have been reported in [24].
In addition to providing a more thorough literature review,
this paper contributes the following.

1) Adds a new section on the implementations of the
proposed algorithms on distributed environments.

2) Provides more intuitions and explanations.
3) While the error analysis in [24] holds only for uniform

sampling of the column subset, this is extended to the
more sophisticated non-uniform sampling scheme pro-
posed in [11]. Moreover, technical proofs are included.

4) Provides stronger experimental evidence to demonstrate
the merits of the proposed algorithms, particularly for
its use on large data sets with multiprocessor and
multi-GPU systems.

Notations: The transpose of vector/matrix is denoted by the
superscript T. Moreover, Tr(A) denotes the trace of matrix A =
[Aij ], A+ is its pseudoinverse, ran(A) its range, A(i) is the i th
column of A, ‖A‖2 = max{√λ : λ is an eigenvalue of AT A}
is its spectral norm, ‖A‖F =

√
Tr(AT A) is its Frobe-

nius norm, and σi (A) denotes the i th largest singular value
of A.

II. RELATED WORK

A. Nyström Method

The Nyström method originates from the field of integral
equations [10]. Given a symmetric positive semidefinite (psd)
matrix K ∈ R

n×n , it obtains a low-rank approximation using
a set C of m � n columns sampled from K . Without loss
of generality, we can reorder the columns and rows so that
C and K is written as

C =
[

W
E

]
and K =

[
W ET

E F

]
(1)

where W ∈ R
m×m is the matrix containing the intersection of

C and the corresponding m rows of K , and E ∈ R
(n−m)×m ,

F ∈ R
(n−m)×(n−m). For a given k ≤ m, the Nyström method

generates a rank-k approximation K̃k of K as

K̃k = CW+k CT (2)
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where Wk is the best rank-k approximation of W . Let the
SVD of W be U�U T, where U is an orthonormal matrix and
� = diag(σ1, . . . , σm) is the diagonal matrix containing the
singular values of W in nonincreasing order. Then, W+k =∑k

i=1 σ−1
i U (i)U (i)T

. Recently, the Nyström method is further
generalized to the inductive setting with the incorporation of
side information [25].

Performing SVD on W takes O(m3) time, while the other
matrix multiplications involved above take O(nmk) time.
Thus, the total time complexity is O(m3+nmk). Since m � n,
this is much lower than the O(n3) complexity required by a
direct SVD on K .

In using the Nyström method, an important issue is how
to obtain the sampled columns. First, we introduce some
notations in [26], which will also be used in our proofs. The
sampling matrix is denoted S ∈ R

n×m , where Si j = 1 if the i th
column of K is chosen in the j th trial; and Si j = 0 otherwise.
The matrix

C = K SD (3)

then consists of the sampled columns of G, possibly scaled
by a diagonal matrix D ∈ R

m×m .
The simplest and most common sampling scheme is uniform

sampling, with replacement [8] or without replacement [27].
A variety of more sophisticated sampling schemes have also
been studied. For example, Drineas and Mahoney [11] pro-
posed a nonuniform sampling (with replacement) scheme, in
which column i of K is sampled based on the diagonal element
in that column, with probability

pi = Kii

Tr(K )
. (4)

The j th selected column, denoted s j , is then scaled as
(1/mpsj )

1/2, that is

D = diag

(
1√

mps1

, . . . ,
1√

mpsm

)
. (5)

Ouimet and Bengio [28] studied a greedy sampling scheme
based on the feature space distance between the candidate
column and the span of previously chosen columns.
Farahat et al. [29] proposed to select the column that con-
structs the best rank-1 Nyström approximation of the current
residual matrix. Zhang et al. [21], [30] used k-means cluster-
ing to sample the columns.

Recently, the leverage score has also been used to
define the sampling probabilities [27], [31]–[35]. Specifically,
Drineas et al. [31] defined pi = li/k, where li = ‖(Uk)(i)‖2
is the leverage score, Uk is the matrix containing the k
leading eigenvectors of K , and (Uk)(i) is the i th row of Uk .
However, this requires eigen-decomposition, an operation that
the Nyström algorithm aims to avoid in the first place. Faster
schemes have been proposed to approximate the leverage
scores [32], [33], though they still take O(n2 log n) time,
which is much more expensive than uniform sampling and
the scheme in (4). Moreover, the leverage scores for kernel
matrices of the linear and RBF kernels are relatively uniform,
and empirically simple uniform sampling performs well [33].
Talwalkar and Rostamizadeh [35] studied the connection

between matrix coherence and the performance of the
Nyström method, and explained why nonuniform sampling
may not outperform uniform sampling. An empirical compar-
ison of some of these sampling schemes can be found in [27].
In addition, Wang and Zhang [36] proposed an adaptive sam-
pling scheme and analyzed the sampling error. Furthermore,
Yang et al. [37] discussed the difference of sampling strategy
between the Nyström method and the random Fourier features.

B. Ensemble Nyström Algorithm

Instead of using one column subset, the ensemble Nyström
method [22] repeats the column sampling procedure
ne > 1 times, producing a total of ne Nyström approximations
which are then combined together. Specifically, let me be the
number of columns sampled by each base learner (Nyström
approximator), and C = [C(1), . . . , C(ne)] ∈ R

n×mene , with
each C(i) ∈ R

n×me , be the matrix that contains all the sampled
columns. For each C(i), we obtain its rank-k approximation
K̃ (i)

k by the Nyström method. Finally, the obtained approxi-
mations are weighted to form an ensemble approximation as

K̃ ens =
ne∑

i=1

μi K̃ (i)
k (6)

where μi ’s are the mixture weights. A number of choices for
μi ’s has been investigated [22]. Empirically, the best choice
is based on ridge regression, which optimizes a regression
objective involving the μi ’s over a validation set of columns.
The total time complexity of the ensemble Nyström method is

O(nnemek + nem3
e + Cµ) (7)

where Cµ is the cost of computing the mixture weights.
The above assumes that the ensemble Nyström method is

implemented on one single machine. Typically, it is more
computationally attractive when used in a parallel computing
environment, with each base approximator being run indepen-
dently on a separate machine. The ne factor in (7) can then be
removed, and the complexity reduces to O(nmek+m3

e+Cμ).

C. Randomized Low-Rank Approximation

Recently, Halko et al. [9] presented a class of simple
but highly efficient randomized algorithms for computing
low-rank matrix approximations. Given a matrix W , these
randomized algorithms operate in two stages. First, using
random sampling, it constructs a low-dimensional subspace
to approximate the range of W . In the second stage, W is
restricted to the obtained subspace and a standard decomposi-
tion (e.g., QR and SVD) of the reduced matrix is computed.

In the following, we elaborate on the procedure to obtain
the rank-k SVD of a real1 symmetric matrix W ∈ R

m×m .
Specifically, we first generate an m × (k + p) standard
Gaussian random matrix � (i.e., each entry of � is an
independent Gaussian random variable with mean zero and
variance one). We then form the matrix Y = W� and construct
a matrix Q whose columns form an orthogonal basis for

1In general, W can be a complex-valued rectangular matrix.
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Algorithm 1 Randomized SVD [9]

Input: symmetric matrix W ∈ R
m×m , rank k, over-sampling

parameter p, power parameter q .
Output: U , �.
1: �← a m × (k + p) standard Gaussian random matrix;
2: Z ← W�, Y ← W q−1 Z ;
3: find an orthonormal matrix Q (e.g., by QR decomposition)

such that Y = QQT Y ;
4: solve B(QT �) = QT Z ;
5: perform SVD on B to obtain V �V T = B;
6: U ← QV .

the range of Y (e.g., by QR decomposition). The number
of columns in � is often set to be slightly higher than the
required rank k by an over-sampling parameter p. Typically,
p is a small number such as 5 or 10, and enables Y = W�
to have a better chance to span the k-dimensional subspace
of W . In some applications, the spectrum of W may decay
slowly, and the above scheme will produce a poor basis. To
address this problem, one can left-multiply W� by W q−1

(i.e., Y = W q−1 Z , where Z = W�), where q is the number
of steps of the power iteration (typically a small integer, such
as 1 or 2). Y then has the same singular vectors as W , but its
singular values decay much faster as σi (Y ) = σi (W )q.

In the second stage, W is restricted to the obtained subspace
from Y , leading to the reduced matrix B = QT W Q. A stan-
dard SVD is computed on B to obtain V �V T. The SVD of
W can then be approximated as

W 	 QB QT = (QV )�(QV )T . (8)

The whole randomized SVD procedure is shown
in Algorithm 1. As can be seen, it is easy to implement and
can be applied on large-scale problems. On the theoretical
side, it also has bounds guaranteeing its approximation errors.
However, since it needs to have at least one pass over the
whole input matrix, it is computationally more expensive than
Nyström-based methods that only access a column subset.
Specifically, it takes O(m2k) time2 to compute Z and Y ,
O(mk) time for the QR decomposition, O(mk2) time to
obtain B , and O(k3) time for the SVD. Hence, the total time
complexity is O(m2k + k3), which is quadratic in m.

III. COMBINING NYSTRÖM WITH RANDOMIZED SVD

Obviously, the more columns are sampled, the more accu-
rate is the Nyström approximation. Hence, the ensemble
Nyström method samples a total of mne columns, instead of
m columns for a single Nyström approximation. However,
there is a tradeoff between accuracy and efficiency. If the
standard Nyström method were used, this would have taken
O(m3n3

e) time for the SVD of the mne×mne W matrix.3 The
ensemble Nyström method alleviates this problem by replacing
the expensive SVD by ne SVDs on smaller m × m matrices.

2Here, we compute Y by multiplying W to a sequence of m × (k + p)
matrices, as W Z , W (W Z), . . . , W (Wq−2 Z).

3This matrix will be denoted W(mne) in the sequel.

Algorithm 2 Proposed Algorithm

Input: Psd matrix K ∈ R
n×n , sampling matrix S ∈ R

n×m ,
scaling matrix D = diag{d1, . . . , dm} ∈ R

m×m , rank k,
over-sampling parameter p, power parameter q .

Output: U and �.
1: C ← K SD; // sampled, scaled columns of K
2: W ← DST C; // m ×m scaled submatrix
3: [Ũ,�] ← randsvd(W, k, p, q) using Algorithm 1;
4: U ← CŨ�+.

Our key observation is that, using (2), the ensemble Nyström
approximation in (6) can be rewritten as

K̃ ens = C diag
(
μ1

(
W (1)

k

)+
, . . . , μne

(
W (ne)

k

)+)
CT (9)

where W (i)
k ∈ R

m×m is the W matrix in (1) correspond-
ing to K̃ (i)

k , and diag(μ1(W (1)
k )+, . . . , μne (W (ne)

k )+) is the
block-diagonal matrix

⎡

⎢
⎣

μ1
(
W (1)

k

)+
. . .

μne

(
W (ne)

k

)+

⎤

⎥
⎦.

In other words, the ensemble Nyström algorithm can be
equivalently viewed as approximating W+(mne)

by the

block-diagonal matrix diag(μ1(W (1)
k )+, . . . , μne (W (ne)

k )+).
Despite the simplicity in (9), which allows the computations
of (W (i)

k )+’s to be distributed over parallel machines, the
inverse of a block-diagonal matrix is another block-diagonal
matrix. Hence, no matter how sophisticated the mixture
weights [μi ’s in (9)] are estimated, this block-diagonality
approximation is rarely valid unless W(mne) is block diagonal.
This, however, is highly unlikely in typical applications of the
Nyström method.

As pointed out in [27], one can replace the base algorithm
in the ensemble (which is a standard Nyström algorithm)
with better Nyström variants. In the following, we propose a
novel approach that can obtain better performance in an effi-
cient manner. As inspired by the ensemble Nyström method,
the proposed method will also sample more columns, or,
equivalently, use a m 
 k that is much larger than the
one typically used in the standard Nyström method. However,
instead of using the block-diagonality simplification to decom-
pose and distribute the smaller SVD problems over parallel
machines, we will use a more accurate procedure to solve the
large SVD problem directly on a serial machine. In particular,
we will adopt the randomized low-rank matrix approximation
technique reviewed in Section II-C.

The proposed algorithm is shown in Algorithm 2.
Essentially, it combines the high efficiency of the Nyström
method, which, however, requires a large enough column
subset for accurate approximation, with the ability of the
randomized algorithm to produce a very accurate SVD but still
relatively efficient approximation. Using the approximate SVD
W 	 Ũ�Ũ T obtained in Step 3, K can be approximated as

K 	 K̂ = CŨ�+Ũ T CT = (CŨ�+)�(CŨ�+)T . (10)
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TABLE I

TIME COMPLEXITIES FOR THE VARIOUS METHODS TO

OBTAIN A RANK-k NYSTRÖM APPROXIMATION

OF AN n × n MATRIX, WITH n 
 m

Instead of using the randomized SVD algorithm for the
inner SVD, one might want to apply other approximations,
such as using the standard Nyström method again. However,
the Nyström method is not good at approximating the trailing
eigenvalues, which are important in computing the inverse
of W . Preliminary experiments show that in order for the resul-
tant approximation on K to be accurate, the inner Nyström
needs to sample close to m columns, which, however, will
lead to little speedup over a standard SVD.

A. Time Complexity

The proposed algorithm is much more efficient than the
standard Nyström method. Recall that the time complexity
of the standard Nyström is O(nmk + m3). The O(m3) term
resulting from the SVD step is now replaced by O(m2k+ k3)
for the randomized SVD step in the proposed algorithm.
Hence, its time complexity is O(nmk + m2k + k3), which
is much more efficient than the standard Nyström method as
m ≥ k.

A summary of the time complexities of the various methods
is shown in Table I. Recall that n 
 m. All the methods
scale linearly with n, except for randomized SVD which scales
quadratically with n.

Moreover, if the total number of columns sampled in the
ensemble Nyström method is the same as those in the other
methods (i.e., neme = m), its complexity can be rewritten as
O(nmk + mm2

e + Cμ) for the serial implementation. If we
further assume that me 	 k, this further reduces to O(nmk +
mk2 + Cμ), which is of the same order as the proposed
algorithm. Recall, however, that the ensemble Nyström relies
on the block-diagonality simplification, its approximation error
might be larger than the proposed algorithm, unless the block-
diagonality assumption is satisfied.

B. Error Analysis

In this section, we show that the proposed algorithm, which
only performs an approximate SVD on the W matrix, is as
accurate as the standard Nyström method, which performs an
exact, but much more expensive SVD.

Recall from (3) that C = K SD contains the sampled
columns of K scaled by D. Assume that K = X T X. Then,
H = X SD contains the corresponding sampled columns of
X scaled by D. Moreover, C = X T H, W = H T H.

1) Approximation Error With Respect to the Spectral Norm
Theorem 1: For the K̂ in (10), E ‖K − K̂‖2 ≤ ζ 1/q‖K −
Kk‖2 + (1 + ζ 1/q) E ‖X X T − H H T‖2, where Kk is the

best rank-k approximation of K , and ζ = 1 + √k/p − 1 +
e
√

k + p/p
√

m − k.
Proof is in Appendix A. Note that this upper bounds

the approximation error irrespective of the column sampling
scheme, which is determined by E ‖X X T − H H T‖2. The
following two corollaries apply this theorem to the sampling
schemes of [8] and [11], respectively.

Corollary 1: If we choose the columns of K uniformly at
random without replacement and D = √n/m I (where I is
the identity matrix), then

E ‖K − K̂‖2 ≤ ζ 1/q‖K − Kk‖2 + (1+ ζ 1/q)
n√
m

K ∗ii (11)

where K ∗ii = maxi Kii .
Proof: Result follows on substituting in Corollary 5.

Remark 1: As shown in [9], the power iteration drives ζ 1/q

toward 1 exponentially fast as q increases, and so the error
in (11) decreases with the number of sampled columns m.
In particular, if we replace ζ 1/q by 1, then the right-hand side
of (11) becomes ‖K −Kk‖2 + 2n/

√
mK ∗ii , which is the same

as that for the standard Nyström method using m columns (this
can be obtained by combining (6) and (10) in [22]). In other
words, Algorithm 2 is as accurate as performing a large SVD
in the standard Nyström method.

Corollary 2: If we choose the columns of K according to
probabilities defined in (4) and the scaling matrix D in (5),
then

E ‖K − K̂‖2 ≤ ζ 1/q‖K − Kk‖2 + (1+ ζ 1/q)
1√
m

Tr(K ).

Proof: Result follows on substituting in Corollary 6.
2) Approximation Error With Respect to the Frobenius

Norm: A similar bound can be obtained for the approximation
error in terms of the Frobenius norm. However, since there
is no analogous theory for power iteration with respect to
the Frobenius norm [9, Remark 10.1], the analysis here is
restricted to q = 1 and the resultant bound is quite loose.
However, as will be observed in Section V, empirically the
approximation with just q = 2 is already very good.

Theorem 2: For the K̂ in (10)

E ‖K − K̂‖F ≤
∑

i>k+p

σi (K )+ 2ζF‖K − Kk‖F

+ 4ζF E ‖X X T − H H T‖F (12)

where Kk is the best rank-k approximation of K , and
ζF = k + p/

√
p − 1.

The proof is in Appendix B. As in Section III-B, the
upper bound in Theorem 2 can be applied to various column
sampling schemes.

Lemma 1:
∑

i>k+p σi (K ) ≤ nK ∗ii.
Corollary 3: If we choose the columns of K uniformly

at random without replacement and D = √n/m I , then
E ‖K − K̂‖F ≤ 2ζF‖K − Kk‖F + (1+ 4ζF/

√
m)nK ∗ii , where

K ∗ii = maxi Kii .
Proof: Result follows on substituting in the results in

Corollary 5 and Lemma 1.
Corollary 4: If we choose the columns of K according to

probabilities defined in (4) and the scaling matrix D in (5),
then E ‖K − K̂‖F ≤ 2ζF‖K − Kk‖F + (1+ 4ζF/

√
m) Tr(K ).
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Algorithm 3 Template for Distributing the Nyström Algorithm
on N Nodes
1: divide all data points into N parts {X1, . . . , X N };
2: for node i = 1, 2, . . . , N do // in parallel
3: get the i th part of the data Xi ;
4: get the m sampled points S, and the rank-k approximation

of the corresponding m×m kernel matrix W ≈ Ũ�Ũ T ;
5: compute kernel submatrix Ci between Xi and S;
6: compute Ui ← Ci Ũ�+;
7: end for
8: aggregate U ← [U1, . . . , UN ].

Proof: Result follows on substituting in the results in
Corollary 6 and Lemma 1.

IV. DISTRIBUTED IMPLEMENTATION

In this section, we discuss the parallelization of the
Nyström method in a distributed environment. This may be
a multiprocessor system, in which each processing node has
one or a few CPUs sharing the same main memory and
stores different subsets of the data. Another popular setup
is a multi-GPU system. As is well known, GPUs are most
suitable for compute intensive, memory intensive, and highly
parallel computations. The single precision (SP) and double
precision (DP) floating point performance (FLOPS) of GPUs,
as well as its memory bandwidth, typically far exceed those
of state-of-the-art CPUs. Taking the NVIDIA Tesla C1060
GPU card as an example. Each card contains a T10 GPU,
which is equipped with 240 streaming processor cores and can
achieve 933 SP GFLOPS and 78 DP GFLOPS (peak), together
with 102 GB/s memory bandwidth. In contrast, the Intel Core
i7-980X CPU has 6 cores with a 3.3-GHz clock rate, and thus
only 158.4 SP GFLOPS and 79.2 DP GFLOPS (peak), and
25.6 GB/s maximum memory bandwidth. A modern machine
often holds up to 4 GPUs.

To fully demonstrate the advantages of distributed comput-
ing, the algorithm must achieve two criteria. First, data transfer
between the different nodes should be minimal. Second, the
computations should be easily parallelized.

A. Template Distributed Nyström Algorithm

Algorithm 3 shows a template for the distributed Nyström
method. Note from the standard version (Algorithm 2) that C ,
the matrix containing the sampled columns, is of size n × m,
and thus may not fit into the node’s memory (where the node
can be a processing node in a multiprocessor system or a
GPU card in a multi-GPU system) when n is very large.
Hence, in Algorithm 3, the sampled data points (denoted S),
but not the sampled columns of the kernel matrix, are stored
in each node. The kernel evaluations between each sampled
point and the rest of the data samples are computed on-the-fly.
Specifically, the input data set is divided among the N nodes,
as {X1, . . . , X N }. Matrix U in Step 4 of Algorithm 2 can then
be obtained as

U = CŨ�+ = [C1Ũ�+;C2Ũ�+; . . . ;CN Ũ�+] (13)

Fig. 1. Splitting the data into blocks in a distributed Nyström implementation.

where Ci is the kernel submatrix between Xi and S. A graph-
ical representation is shown in Fig. 1. Note that Step 4 also
requires a procedure to compute the rank-k approximation of
the sampled m × m matrix W , which will be discussed in
Section IV-B.

For very large data sets, node i ’s memory may not be
sufficient to store both Xi and Ui . In this case, one can
store Xi in some slower storage (such as hard-disk for a
processing node or main memory for a GPU card). Iteratively,
a row block of Xi is loaded, the corresponding submatrix
of Ci computed, and subsequently the corresponding row
block of Ui is computed and transferred back to the main
memory, disk, or a distributed storage, such as Hadoop Dis-
tributed File System (HDFS). Finally, all the row blocks
of Ui are combined to form U . To hide the communica-
tion cost, one can also perform prefetch and transfer in the
background.

The most costly steps in Algorithm 3 are on computing
the kernel submatrices Ci s and obtaining Ui . Since most
kernel functions (such as the linear and Gaussian kernels)
involve simple vector inner products or distances, computa-
tion of Ci can be easily parallelized when GPUs are used.
For the computation of Ui , it involves only matrix–matrix
multiplication, which can again be efficiently handled4 by
GPUs.

B. Obtaining the Rank-k Approximation of W

The rank-k approximation in Step 4 of Algorithm 3 can be
computed in a single node (say, node 0), and then broadcast
the result to all the nodes. However, W may be too large to
be efficiently processed by one single machine, and requiring
all the other nodes to wait for the completion of W may
be wasteful. This can be alleviated using the distributed
randomized SVD procedure shown in Algorithm 4. Note that
during the gather operation (Steps 7 and 11), a synchronization

4Empirically, matrix–matrix multiplications can achieve 60% of peak
SP FLOPS and 97% of peak DP FLOPS on NVIDIA GPUs [38].
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Algorithm 4 Distributed Randomized SVD on N Nodes
1: divide m sampled points into N parts, with mi points in

part i ;
2: for node i = 1, 2, . . . , N do // in parallel
3: get all m sampled points S;
4: compute the mi × m kernel submatrix Wi between

Si and S;
5: draw a m× (k+ p) standard Gaussian random matrix �

with the same random seed shared by all nodes;
6: Zi ← Wi�;
7: gather Z ← [Z1; . . . , Z N ];
8: Y ← Z
9: for j = 1, . . . , q − 1 do

10: Yi = Wi Y ;
11: gather Y ← [Y1; . . . , YN ];
12: end for
13: end for
14: obtain U by performing Steps 4–6 of Algorithm 1

in node 1.

TABLE II

TIME COMPLEXITIES FOR THE VARIOUS NYSTRÖM-BASED METHODS

WHEN IMPLEMENTED ON N NODES, WHERE T (D) IS THE

COMMUNICATION COST FOR TRANSFERRING D

AMOUNT OF DATA

barrier is imposed on all the nodes [39] and a single node
collects the partial results from each node. On the other hand,
distributed SVD algorithms [40] can also be used. However,
the iterative nature of these solvers may lead to significant
synchronization overhead.

C. Time Complexity

Table II shows the time complexities for the various
Nyström-based methods when implemented on N nodes,
where T (D) is the communication cost for transferring D
amount of data. For the ensemble Nyström algorithm, its
total number of columns sampled is the same as that in the
nonensemble version, i.e., neme = m. This ensures the time
for computing the U matrix (which dominates the running
time, as will be observed in Fig. 5 and Fig. 7) is the same
[i.e., O(nmk/N)] across all the methods.

As can be seen, the time complexity is again reduced
with the use of the proposed method. Moreover, note that all
methods have the same communication cost. The dominating
term might be T (mk), as all the nodes have to wait. For the
second term, nodes can do data transmission in the background
without affecting the computation.

TABLE III

DATA SETS USED

V. EXPERIMENTS

A. Experiments on Single Machine

In this section, we study the efficiency of the proposed
method in solving the large dense eigen-systems in
low-rank approximation. All the implementations are in
MATLAB. Experiments are run on a PC with an Intel Core
i7-3770 3.4-GHz CPU and 32-G memory.

We use a number of data sets from the LIBSVM
archive5 (Table III). The linear kernel is used for the RCV1
text data set, and the Gaussian kernel for the others. The
following methods are compared.

1) Standard Nyström method [8] (denoted nys).
2) The proposed method in Algorithm 2 (denoted ours):

we fix the over-sampling p to 5, and the power
parameter q to 2.

3) Nyström method using the Arnoldi method [7] [denoted
nys(krylov)].

4) Randomized SVD (denoted r-svd) [9]: similar to the
proposed method, we also use p = 5 and q = 2.

For the Nyström-based methods (i.e., the first three meth-
ods above), the columns are sampled uniformly without
replacement. This has been shown to perform well for kernel
matrices of the linear and Gaussian kernels [33]. Due to
randomness in the sampling process, we perform 10 repeti-
tions and report the averaged result. As for the randomized
SVD algorithm, there is no sampling and the whole input
matrix is always used. The best rank-k approximation could
have been obtained by a direct SVD on the whole input matrix.
However, this is computationally expensive, even on medium-
sized data sets, and so is not compared here.

1) Different Numbers of Columns: In the first experiment,
we fix k = 600 and gradually increase the number of sampled
columns (m). Fig. 2 shows the relative approximation error
‖K − K̂‖F/‖K‖F with time. As can be seen, the randomized
SVD algorithm is often the most accurate, albeit also the
most expensive. For the Nyström variants, their approximation
errors decrease with the number of sampled columns m. The
Nyström method can be as accurate as randomized SVD when
m is large enough. However, since Nyström takes O(m3) time
for the SVD step, it also quickly becomes computationally
infeasible. The proposed method is almost as accurate as
standard Nyström, but is faster.

2) Different Ranks: In the second experiment, we study
the approximation performance on the MNIST data set when
the desired rank (k) varies. As can be observed from Fig. 3,
when k increases, the approximation error decreases, while the

5http://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/
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Fig. 2. Relative approximation errors of the various methods versus time.
Each point on the curve corresponds to a fixed number of sampled columns.
The randomized SVD algorithm cannot be run on the covtype data set because
it is too large.

Fig. 3. Relative approximation errors with time on the MNIST data set.
Each point on the curve corresponds to a fixed number of sampled columns.

time increases across all methods. Hence, there is a tradeoff
between accuracy and efficiency. Nevertheless, the relative
performance comparison among the various methods is still
the same as in Section V-A1.

B. Speedup With GPUs

In this section, we demonstrate the speedup that can be
achieved on GPUs. Experiments are performed on a machine
with two Intel Xeon X5560 2.8-GHz CPUs, 32-G RAM, and

TABLE IV

TIME (IN SECONDS) USED BY THE PROPOSED METHOD

ON THE MNIST-8 M DATA SET WITH VARYING

NUMBER OF SAMPLES n

Fig. 4. Speed of the proposed method on the MNIST-8 M data set. (a) GPU
speedup versus number of GPUs. (b) Time versus number of samples.

Fig. 5. Breakdown of the time consumption by the proposed method and
the Nyström method on the GPU, with varying number of sampled columns.
(a) Proposed method. (b) Standard Nyström.

four NVIDIA Tesla C1060 GPU cards. We implement our
GPU-based algorithm with MATLAB2013a’s parallel comput-
ing toolbox, which enables standard MATLAB code to be run
on NVIDIA CUDA-supported GPUs.

We use the MNIST-8 M data set, and set k = 600,
m = 6000. Table IV compares the time used by the proposed
method when it is run on the CPU and GPU, respectively, with
the number of samples varied from 80 K to 8.1 M. As can
be seen, running on the GPU is much faster that running on
the CPU. Fig. 4(a) shows the corresponding speedup factors,
and Fig. 4(b) shows the variation of time versus n. As can be
seen, the speedup scales linearly with the number of GPUs
used, and the time increases linearly with n.

Fig. 5(a) shows a breakdown of the GPU time when m
is varied from 2000 to 10 000 (with k = 600). Recall that
we only need to: 1) transfer the m sampled points from the
CPU to the GPU and 2) transfer the obtained U from GPU
back to CPU. Given the high data transfer bandwidth6 between

6According to http://wiki.accelereyes.com/wiki/index.php/GPU_Memory_
Transfer, the CPU-to-GPU data transfer rate is 2.5 GB/s, while that for
GPU-to-CPU is 3.9 GB/s. They are close to the rates of our machine.
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Fig. 6. Relative approximation errors on the MNIST-8.1 M in various multi-GPU and multiprocessor environments. Each point on the curve corresponds to
a fixed number of sampled columns. (a) 2CPU–4GPU. (b) 64CPU. (c) 64CPU–16GPU.

TABLE V

CPU AND GPU COMPARISON ON THE MNIST-8 M DATA SET,

WITH VARYING NUMBER OF SAMPLED COLUMNS m

CPU and GPU, the time spent on data transfer here takes just
about 1.5 s and is thus negligible. As can be seen, most of the
time is spent on computing U , which grows linearly with m.
Consequently, the total time also scales linearly with m. The
standard Nyström algorithm can also benefit by running on
the GPU, and results are shown in Fig. 5(b). In contrast to
the proposed method [Fig. 5(a)], the time is now dominated
by the SVD decomposition step. This again demonstrates
the advantage in using the randomized SVD algorithm to
approximate the inverse of W .

As the C1060 GPU has 4-GB memory, it can handle a
maximum m of around 20 000 without causing out-of-memory
problems (a 20 000 × 20 000 kernel submatrix occupies
3.2-G memory). Table V compares the speedups on the
MNIST-8 M full set when m is varied from 2000 to 20 000.
As can be seen, running on GPUs is again much faster at
all values of m, and the speedups are from 32× to 38×.
As discussed above, the time for the proposed method scales
linearly with m. Recall from Table I that the time for the
standard Nyström also scales linearly with m. Hence, as shown
in Table V, the speedup over standard Nyström is close to
constant with respect to m. Moreover, sampling more columns
leads to better approximation error, which is consistent with
the observation in Fig. 2.

C. Multi-CPU and Multi-GPU Environments

In this section, experiments are performed on the following
environments.

1) 2CPU–4GPU configuration: A single machine with two
Intel Xeon X5560 2.8-GHz CPUs, 32-G RAM, and four
NVIDIA Tesla C1060 GPU cards.

2) 64 CPU configuration: A cluster of 16 machines. Each
one has four AMD Opteron 6272 2.1-GHz CPUs
and 128-G RAM. The machines are connected via a
1 G network.

3) 64CPU–16GPU configuration: Same machine as above,
but with each one having a NVIDIA Tesla K20C
Kepler GPU.

The following methods are compared.

1) nys: Standard Nyström method. The distributed Lanczos
algorithm [40] is used to solve the SVD. Its implementa-
tion is essentially the same as Algorithm 4, but involves
more synchronization.

2) ours: The proposed distributed Nyström method
(Algorithm 3), with the distributed randomized SVD
procedure in Algorithm 4.

3) ens+ nys: Ensemble Nyström [22] with nys as the base
learner. As in [22], we use an additional s = 20 columns
for training the mixture weights by ridge regression, and
another s′ = 20 columns for choosing the regularization
parameters. The number of base learners ne is fixed
at 4,7 and the set of CPUs/GPUs are divided evenly
among the base learners.

4) ens + ours: Ensemble Nyström as above, but with the
proposed Nyström algorithm as base learner.

All methods are in C++. Matrix computations are
implemented with the Eigen 3 package8 (which supports
multithreading) on CPUs, and with CUDA9 on GPUs.
The asynchronous distributed framework parameter
server [41], [42] is used to scale these algorithms for
distributed implementation.

Experiments are performed on the MNIST-8 M data set.
We set k = 500, and vary the number of sampled columns (m)
in the range {2× 103, 4× 103, 6× 103, . . . , 24× 103}.

Results on the relative approximation error are shown in
Fig. 6. As can be seen, the approximation errors can all
be reduced to a very low level with a sufficient number of
sampled columns. In particular, ours outperforms nys, and
ens+ ours outperforms ens+ nys. This agrees with the obser-

7Preliminary experiments using ne = 16 on the 64CPU–16GPU configura-
tion lead to much higher approximation errors.

8http://eigen.tuxfamily.org/
9https://developer.nvidia.com/about-cuda
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Fig. 7. Breakdown for the timing results in Fig. 6 (with m = 10 000). (a) 2CPU–4GPU. (b) 64CPU. (c) 64CPU–16GPU.

vations on the single-machine implementations in Section V-A.
Moreover, ours performs better than ens + ours (note that
both are distributed algorithms), with the performance gap
gradually reduces when m is large. As discussed in Section III,
this is because of the block-diagonality assumption used by
ensemble Nyström. In addition, as expected, the use of GPUs
leads to a much faster decrease of the approximation error
[Fig. 6(b) versus (c)]. In addition, the 64CPU configuration
runs (slightly) slower than the 2CPU–4GPU configuration
[Fig. 6(a) versus (b)]. One of the reasons is that data in
the multiprocessor system have to be communicated over a
network, which is far slower than CPU–GPU communication.

A more detailed breakdown of the timing results
(for m = 10 × 103) is shown in Fig. 7. As can be seen,
the proposed distributed randomized SVD algorithm (used
in ours and ens + ours) is much more efficient than the
distributed Lanczos algorithm (used in nys and ens + nys)
in approximating the W matrix. Moreover, though the use of
more GPUs allows all algorithms to run faster, the problem
of straggler, namely, that the system needs to wait for the
slowest node to complete its update before the next iter-
ation can proceed, becomes more severe. In other words,
the system can only move forward only at the pace of
the slowest node, and the communication overhead increases
[Fig. 7(c)].

VI. CONCLUSION

In this paper, we proposed an accurate and scalable Nys-
tröm approximation scheme for very large data sets. It first
samples a large column subset from the input matrix, and
then performs an approximate SVD on the inner subma-
trix using the recent randomized low-rank matrix approx-
imation algorithms. Both theory and experiments demon-
strate that the proposed algorithm is as accurate as the
standard Nyström method that directly performs a large
SVD on the inner submatrix, but with a much lower
time complexity. Moreover, this can be efficiently distrib-
uted for use in environments with multiple CPUs and
multiple GPUs.

APPENDIX

The error analysis will depend on a number of results
in [9], [27] and [43]. For the readers’ convenience, we also

list these in this section. First, the following result is used in
the proof of [9, Proposition 8.6].

Proposition 1 [9]: Suppose that P is an orthogonal pro-
jector, D is a nonnegative diagonal matrix, and integer
q ≥ 1. Then, ‖P DP‖q2 ≤ ‖P Dq P‖2.

Theorem 3 [9, Th. 10.6]: Suppose that A ∈ R
m×n

with singular values σ1 ≥ σ2 ≥ · · · . Choose a target
rank k and an oversampling parameter p ≥ 2, where k +
p ≤ min{m, n}. Draw an n × (k + p) standard Gaussian
matrix �, and construct the sample matrix Y = A�.
Then, E ‖(I − PY )A‖2 ≤ (1 + (k/p − 1)1/2)σk+1 +
e(k + p)1/2/p(

∑
j>k σ 2

j )
1/2, and E ‖(I − PY )A‖F ≤ (1 +

k/p − 1)1/2(
∑

i>k σ 2
i )1/2.

Proposition 2 [27, Corollary 2]: Suppose A ∈ R
m×n .

Choose a set S of size m uniformly at random without
replacement from {1, . . . , n}, and let C be the columns of
A corresponding to indices in S scaled by (n/m)1/2. Then,
EC ‖AAT − CCT ‖F ≤ n/m1/2(maxi ‖A(i)‖)2, where A(i) is
the i th column of A.

Corollary 5: Let K ∗ii = maxi Kii . Then, E ‖X X T −
H H T‖2 ≤ n/

√
mK ∗ii.

The following is a well-known result from matrix
perturbation theory.

Proposition 3 [43]: Given matrices A ∈ R
n×n and

E ∈ R
n×n , then maxi |σi (A + E) − σi (A)| ≤ ‖E‖2, and∑n

i=1(σi (A + E)− σi (A))2 ≤ ‖E‖2F.
Proposition 4 [11, Th. 1]: Suppose A ∈ R

m×n , c ∈
Z
+ such that 1 ≤ c ≤ n and {pi}ni=1 are such that

pk = ‖A(k)‖2/‖A‖2F. Construct C with the Basic Matrix
Multiplication algorithm of [26], and let CCT be an
approximation to AAT. Then, E ‖AAT − CCT ‖F ≤
1/
√

c‖A‖2F.
Corollary 6: E ‖X X T − H H T‖2 ≤ (1/

√
m) Tr(K ).

A. Proof of Theorem 1

First, we introduce the following lemmas.
Lemma 2: Let P be an orthogonal projector and S be a psd

matrix. For integer q ≥ 1, ‖PS‖2 ≤ ‖PSq‖1/q
2 .

Lemma 3: Let U be an orthonormal basis of the range
of matrix R ∈ R

n×k . Then, for any X ∈ R
n×n , ‖X T X −

X T UU T X‖2 ≤ ‖X X T − RRT ‖2.
Proposition 5: In Algorithm 1, the expectation of
‖W − QQT W‖2 (with respect to the randomness in the
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Gaussian random matrix) is

EQ ‖W − QQT W‖2 ≤ ζ 1/qσk+1(W ) (14)

where ζ = 1+ (k/p − 1)1/2 + e(k + p)1/2/p(m − k)1/2.
Proof: Recall that Q in Algorithm 2 is an orthonormal

basis of Y , thus, PY = QQT. First, consider q = 1. Using
Theorem 3 and that

∑m
i=k+1 σ 2

i (W ) ≤ (m − k)σ 2
k+1(W ), we

obtain (14). Now, for integer q > 1, E ‖(I − PY )W‖2 ≤(
E ‖(I − PY )W‖q2

)1/q, on using Hölder’s inequality. Note
that I − PY is also an orthogonal projector. Hence, on using
Lemma 2, we have E ‖(I − PY )W‖2 ≤

(
E ‖(I − PY )B‖2

)1/q,
where B = W q. Using (14) with q = 1 (which has just
been proved), we obtain E ‖(I − PY )W‖2 ≤ (ζσk+1(B))1/q =
ζ 1/qσk+1(W ).

Proof (of Theorem 1): From Algorithm 1 and (8), Ũ�Ũ T =
QB QT = Q(QT W Q)QT. Hence

K̂ = CŨ�+Ũ T CT = C Q(QT W Q)+QT C. (15)

Let R = H Q, where Q is as defined in Algorithm 1. Let UR

be an orthonormal basis of ran(R). From (15)

K̂ = C Q(QT W Q)+QT CT

= X T H Q(QT H T H Q)+QT H T X

= X T PH Q X = X T URU T
R X. (16)

Using Lemma 3, we have ‖K − K̂‖2 = ‖X T X −
X T URU T

R X‖2 ≤ ‖X X T − RRT ‖2 ≤ ‖X X T − H H T‖2 +
‖H H T − RRT ‖2. Then, ‖H H T − RRT ‖2 = ‖H (I −
QQT )H T‖2 ≤ ‖(I − QQT )H T H‖2 = ‖W − QQT W‖2.
Assume H is fixed, then the randomness in ‖H H T −
RRT ‖2 is due to the Gaussian random matrix (i.e., random
variable Q). By Proposition 5, E ‖H H T − RRT ‖2 ≤
E ‖W − QQT W‖2 ≤ ζ 1/qσk+1(W ) = ζ 1/qσk+1(H H T ) ≤
ζ 1/qσk+1(X X T )+ ζ 1/q‖X X T − H H T‖2, where the last step
is due to Proposition 3. Now, we take expectation over both
Q and H (i.e., also including the randomness in selecting
the columns) and putting all these together, we have E ‖K −
K̂‖2 ≤ EH ‖X X T −H H T‖2+EH (EQ|H ‖H H T− RRT ‖2) ≤
ζ 1/qσk+1(X X T )+(1+ζ 1/q) EH ‖X X T−H H T‖2 ≤ ζ 1/q‖K−
Kk‖2+(1+ζ 1/q) E ‖X X T −H H T‖2, where the last step uses
‖K − Kk‖2 = σk+1(K ) = σk+1(X X T ).

B. Proof of Theorem 2

As shown in Section III-B, we first consider the error
in approximating W from Algorithm 1, which is a direct
application of Theorem 3.

Corollary 7: In Algorithm 1, the expectation of
‖W − QQT W‖F with respect to the randomness in
the Gaussian random matrix is EQ ‖W − QQT W‖F ≤
(1+ k/p − 1)1/2(

∑
i>k σ 2

i (W ))1/2.
Next, we introduce the following lemmas.
Lemma 4: Given matrices A ∈ R

n×t and B ∈ R
n×s , with

n ≥ max{s, t}. Then, for any k ≤ min{s, t}, ∑k
i=1(σ

2
i (A) −

σ 2
i (B)) ≤ √k‖AAT − B BT‖F .
Lemma 5: For matrices A ∈ R

n×k and B ∈ R
n×n , with

n ≥ k. Let U be an orthonormal basis of ran(A). Then,∑k
i=1 σ 2

i (A)− ‖U T B‖2F ≤
√

k‖AAT − B BT ‖F .

Lemma 6: Given A ∈ R
n×n , B ∈ R

n×n , and k ≤ n,
we have |(∑i>k σ 2

i (A))1/2− (
∑

i>k σ 2
i (B))1/2| ≤ ‖A− B‖F .

Proof of Theorem 2: Let R = H Q and UR be an
orthonormal basis of ran(R). From (16), ‖K − K̂‖F =
‖X T X − X T URU T

R X‖F . Since I − URU T
R is an orthogonal

projector, it is psd. Thus, for any vector u, uT X T (I −
URU T

R )Xu = (Xu)T (I − URU T
R )(Xu) ≥ 0, and so X T X −

X T URU T
R X is also psd. Moreover

‖K − K̂‖F ≤ Tr
(
X T X − X T URU T

R X
) = ‖X‖2F −

∥
∥U T

R X
∥
∥2

F .

(17)

Using Lemmas 4 and 5

‖X‖2F −
∥
∥U T

R X
∥
∥2

F

=
⎛

⎝‖X‖2F −
k+p∑

i=1

σ 2
i (X)

⎞

⎠+
⎛

⎝
k+p∑

i=1

σ 2
i (X)−

k+p∑

i=1

σ 2
i (H )

⎞

⎠

+
⎛

⎝
k+p∑

i=1

σ 2
i (H )−

k+p∑

i=1

σ 2
i (R)

⎞

⎠

+
⎛

⎝
k+p∑

i=1

σ 2
i (R)− ∥

∥U T
R X

∥
∥2

F

⎞

⎠

≤
∑

i>k+p

σ 2
i (X)+√

k + p‖X X T − H H T‖F

+√
k + p‖H H T − RRT ‖F

+√
k + p‖X X T − RRT ‖F

≤
∑

i>k+p

σ 2
i (X)+ 2

√
k + p‖X X T − H H T‖F

+ 2
√

k + p‖H H T − RRT ‖F . (18)

Let P = I − QQT , which is an orthogonal projector. Then

‖H H T − RRT ‖2F = ‖H H T − H QQT H T‖2F
= Tr(H P H T H P H T ) = ‖P H T H P‖F ≤ ‖P H T H‖F

= ‖H T H − QQT H T H‖2F = ‖W − QQT W‖2F .

Using Corollary 7, and let α = (1 + k/p − 1)1/2, then on
assuming that H is fixed

E ‖H H T − RRT ‖F

= E ‖W − QQT W‖F

≤ α

[
∑

i>k

σ 2
i (W )

]1/2

= α

[
∑

i>k

σ 2
i (H H T )

]1/2

≤ α

[
∑

i>k

σ 2
i (X X T )

]1/2

+ α‖X X T − H H T‖F

= α‖K − Kk‖F + α‖X X T − H H T‖F (19)

on using Lemma 6. Now, taking the randomness of H into
account, and on combining (17)–(19), we obtain

E ‖K − K̂‖F

≤
∑

i>k+p

σi (K )+ 2
√

k + p EH ‖X X T − H H T‖F



LI et al.: LARGE-SCALE NYSTRÖM KERNEL MATRIX 163

+ 2
√

k + p EH
(
EQ|H ‖H H T − RRT ‖)

≤
∑

i>k+p

σi (K )+ 2α
√

k + p‖K − Kk‖F

+ 2(1+ α)
√

k + p E ‖X X T − H H T‖F

≤
∑

i>k+p

σi (K )+ 2(k + p)√
p − 1

‖K − Kk‖F

+ 4(k + p)√
p − 1

E ‖X X T − H H T‖F

where the last inequality is due to α ≥ 1 and α(k + p)1/2 =
((k + p)(k + p − 1)/p − 1)1/2 ≤ k + p/(p − 1)1/2.

REFERENCES

[1] B. Schölkopf and A. J. Smola, Learning with Kernels. Cambridge,
MA, USA: MIT Press, 2002.

[2] B. Schölkopf, A. Smola, and K.-R. Müller, “Nonlinear component
analysis as a kernel eigenvalue problem,” Neural Comput., vol. 10, no. 5,
pp. 1299–1319, 1998.

[3] S. Mika, G. Rätsch, J. Weston, B. Schoölkopf, and K. Müller, “Fisher
discriminant analysis with kernels,” in Proc. IEEE 9th Signal Process.
Soc. Workshop Neural Netw. Signal Process., Aug. 1999, pp. 41–48.

[4] U. von Luxburg, “A tutorial on spectral clustering,” Statist. Comput.,
vol. 17, no. 4, pp. 395–416, Dec. 2007.

[5] M. Belkin and P. Niyogi, “Laplacian eigenmaps and spectral tech-
niques for embedding and clustering,” in Advances in Neural
Information Processing Systems 14, T. Dietterich, S. Becker, and
Z. Ghahramani, Eds. Cambridge, MA, USA: MIT Press, 2002.

[6] J. B. Tenenbaum, V. de Silva, and J. C. Langford, “A global geometric
framework for nonlinear dimensionality reduction,” Science, vol. 290,
no. 5500, pp. 2319–2323, 2000.

[7] R. B. Lehoucq, D. C. Sorensen, and C. Yang, ARPACK Users’ Guide:
Solution of Large Scale Eigenvalue Problems with Implicitly Restarted
Arnoldi Methods. Philadelphia, PA, USA: SIAM, 1998.

[8] C. Williams and M. Seeger, “Using the Nyström method to speed
up kernel machines,” in Advances in Neural Information Processing
Systems 13, T. Leen, T. Dietterich, and V. Tresp, Eds. Cambridge,
MA, USA: MIT Press, 2001.

[9] N. Halko, P. G. Martinsson, and J. A. Tropp, “Finding structure
with randomness: Probabilistic algorithms for constructing approximate
matrix decompositions,” SIAM Rev., vol. 53, no. 2, pp. 217–288, 2011.

[10] C. T. H. Baker, The Numerical Treatment of Integral Equations. Oxford,
U.K.: Clarendon, 1977.

[11] P. Drineas and M. Mahoney, “On the Nyström method for
approximating a Gram matrix for improved kernel-based learning,”
J. Mach. Learn. Res., vol. 6, pp. 2153–2175, Dec. 2005.

[12] C. Fowlkes, S. Belongie, F. Chung, and J. Malik, “Spectral grouping
using the Nyström method,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 26, no. 2, pp. 214–225, Feb. 2004.

[13] A. Talwalkar, S. Kumar, and H. Rowley, “Large-scale manifold
learning,” in Proc. IEEE Int. Conf. Comput. Vis. Pattern Recognit.,
Anchorage, AK, USA, Jun. 2008, pp. 1–8.

[14] C. Faloutsos and K.-I. Lin, “FastMap: A fast algorithm for indexing,
data-mining and visualization of traditional and multimedia datasets,”
in Proc. ACM SIGMOD Int. Conf. Manage. Data, San Jose, CA, USA,
May 1995, pp. 163–174.

[15] J. T.-L. Wang, X. Wang, K.-I. Lin, D. Shasha, B. A. Shapiro, and
K. Zhang, “Evaluating a class of distance-mapping algorithms for data
mining and clustering,” in Proc. 5th ACM SIGKDD Int. Conf. Knowl.
Discovery Data Mining, San Diego, CA, USA, Aug. 1999, pp. 307–311.

[16] V. de Silva and J. Tenenbaum, “Global versus local methods in nonlinear
dimensionality reduction,” in Advances in Neural Information Process-
ing Systems 15, S. Becker, S. Thrun, and K. Obermayer, Eds. Cambridge,
MA, USA: MIT Press, 2003, pp. 721–728.

[17] J. C. Platt, “FastMap, MetricMap, and landmark MDS are all Nyström
algorithms,” in Proc. 10th Int. Workshop Artif. Intell. Statist., Jan. 2005,
pp. 1–15.

[18] K. Sinha and M. Belkin, “Semi-supervised learning using sparse
eigenfunction bases,” in Advances in Neural Information Processing
Systems 22, Y. Bengio, D. Schuurmans, J. Lafferty, C. Williams, and
A. Culotta, Eds. Red Hook, NY, USA: Curran Associates, 2010.

[19] K. Kobayashi and F. Komaki, “Information criteria for support vector
machines,” IEEE Trans. Neural Netw., vol. 17, no. 3, pp. 571–577,
May 2006.

[20] S. Lee and S. J. Wright, “ASSET: Approximate stochastic subgra-
dient estimation training for support vector machines,” in Proc. Int.
Conf. Pattern Recognit. Appl. Methods, Algarve, Portugal, Feb. 2012,
pp. 223–228.

[21] K. Zhang and J. T. Kwok, “Clustered Nyström method for large scale
manifold learning and dimension reduction,” IEEE Trans. Neural Netw.,
vol. 21, no. 10, pp. 1576–1587, Oct. 2010.

[22] S. Kumar, M. Mohri, and A. Talwalkar, “Ensemble Nyström method,”
in Advances in Neural Information Processing Systems 22, Y. Bengio,
D. Schuurmans, J. Lafferty, C. Williams, and A. Culotta, Eds. Red Hook,
NY, USA: Curran Associates, 2010.

[23] P. Drineas, R. Kannan, and M. W. Mahoney, “Fast Monte Carlo
algorithms for matrices II: Computing a low-rank approximation
to a matrix,” SIAM J. Comput., vol. 36, no. 1, pp. 158–183,
2006.

[24] M. Li, J. T. Kwok, and B.-L. Lu, “Making large-scale Nyström approx-
imation possible,” in Proc. 27th Int. Conf. Mach. Learn., Haifa, Israel,
Jun. 2010, pp. 631–638.

[25] K. Zhang, L. Lan, J. Liu, A. Rauber, and F. Moerchen, “Inductive kernel
low-rank decomposition with priors: A generalized Nyström method,”
in Proc. 29th Int. Conf. Mach. Learn., Edinburgh, U.K., Jun. 2012,
pp. 305–312.

[26] P. Drineas, R. Kannan, and M. Mahoney, “Fast Monte Carlo algorithms
for matrices I: Approximating matrix multiplication,” SIAM J. Comput.,
vol. 36, no. 1, pp. 132–157, 2007.

[27] S. Kumar, M. Mohri, and A. Talwalkar, “Sampling methods for the
Nyström method,” J. Mach. Learn. Res., vol. 13, pp. 981–1006,
Apr. 2012.

[28] M. Ouimet and Y. Bengio, “Greedy spectral embedding,” in Proc. 10th
Int. Workshop Artif. Intell. Statist., Jan. 2005, pp. 253–260.

[29] A. K. Farahat, A. Ghodsi, and M. S. Kamel, “A novel greedy algorithm
for Nyström approximation,” in Proc. 14th Int. Conf. Artif. Intell. Statist.,
Fort Lauderdale, FL, USA, Apr. 2011, pp. 1–9.

[30] K. Zhang, I. Tsang, and J. Kwok, “Improved Nyström low-rank approx-
imation and error analysis,” in Proc. 25th Int. Conf. Mach. Learn.,
Helsinki, Finland, Jul. 2008, pp. 1232–1239.

[31] P. Drineas, M. W. Mahoney, and S. Muthukrishnan, “Relative-error
CU R matrix decompositions,” SIAM J. Matrix Anal. Appl., vol. 30,
no. 2, pp. 844–881, 2008.

[32] P. Drineas, M. Magdon-Ismail, M. W. Mahoney, and D. P. Woodruff,
“Fast approximation of matrix coherence and statistical leverage,”
J. Mach. Learn. Res., vol. 13, no. 1, pp. 3475–3506, 2012.

[33] A. Gittens and M. W. Mahoney, “Revisiting the Nyström method for
improved large-scale machine learning,” in Proc. 30th Int. Conf. Mach.
Learn., Atlanta, GA, USA, 2013, pp. 567–575.

[34] M. Mohri and A. Talwalkar, “Can matrix coherence be efficiently and
accurately estimated?” in Proc. 14th Int. Conf. Artif. Intell. Statist.,
Fort Lauderdale, FL, USA, 2011, pp. 534–542.

[35] A. Talwalkar and A. Rostamizadeh, “Matrix coherence and the
Nyström method,” in Proc. 26th Int. Conf. Uncertainty Artif. Intell.,
Santa Catalina Island, CA, USA, 2010, pp. 572–579.

[36] S. Wang and Z. Zhang. (2014). “Efficient algorithms and error
analysis for the modified Nyström method.” [Online]. Available:
http://arxiv.org/abs/1404.0138

[37] T. Yang, Y.-F. Li, M. Mahdavi, R. Jin, and Z.-H. Zhou, “Nyström method
vs random Fourier features: A theoretical and empirical comparison,”
in Advances in Neural Information Processing Systems 25, F. Pereira,
C. Burges, L. Bottou, and K. Weinberger, Eds. Red Hook, NY, USA:
Curran Associates, 2012, pp. 476–484.

[38] V. Volkov and J. W. Demmel, “Benchmarking GPUs to tune dense linear
algebra,” in Proc. Int. Conf. High Perform. Comput., Netw., Storage
Anal., Nov. 2008, pp. 1–11.

[39] J. Albrecht, C. Tuttle, A. C. Snoeren, and A. Vahdat, “Loose synchro-
nization for large-scale networked systems,” in Proc. USENIX Annu.
Tech. Conf., 2006, pp. 301–314.

[40] E. J. Kontoghiorghes, Handbook of Parallel Computing and Statistics.
Boca Raton, FL, USA: CRC Press, 2010.

[41] M. Li, L. Zhou, A. Li, F. Xia, D. G. Andersen, and A. Smola, “Parameter
server for distributed machine learning,” in Proc. NIPS Workshop Big
Learn., 2013.

[42] M. Li et al., “Scaling distributed machine learning with the parameter
server,” in Proc. OSDI, 2014, pp. 583–598.

[43] G. W. Stewart and J.-G. Sun, Matrix Perturbation Theory. Boston,
MA, USA: Academic, 1990.



164 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. 26, NO. 1, JANUARY 2015

Mu Li received the bachelor’s and master’s degrees
from Shanghai Jiao Tong University, Shanghai,
China. He is currently pursuing the Ph.D. degree
with the Department of Computer Science, Carnegie
Mellon University, Pittsburgh, PA, USA.

His research focuses on the codesign of distrib-
uted computing systems and large-scale machine
learning algorithms. He led the project for building
the world’s largest machine learning system for
Baidu’s computational advertising, which is one of
the core businesses of Baidu. He has a wide range of

publications in the top conferences in computer science, with topics spanning
theory (FOCS), machine learning (NIPS and ICML), applications (CVPR and
KDD), and operation systems (OSDI).

Wei Bi received the bachelor’s degree in computer
science from Sun Yat-sen University, Guangzhou,
China, in 2010. She is currently pursuing the
Ph.D. degree in computer science with the Hong
Kong University of Science and Technology,
Hong Kong.

Her current research interests include machine
learning, data mining, application problems on com-
puter vision, and other problems in artificial intelli-
gence.

Dr. Bi was a recipient of the Google Ph.D.
Fellowship in Machine Learning in 2013 and the Google Anita Borg
Scholarship in 2014.

James T. Kwok received the Ph.D. degree in com-
puter science from the Hong Kong University of
Science and Technology, Hong Kong, in 1996.

He is currently a Professor with the Department
of Computer Science and Engineering, Hong Kong
University of Science and Technology. His current
research interests include machine learning, kernel
methods, pattern recognition, and artificial neural
networks.

Dr. Kwok was a recipient of the IEEE Outstanding
Paper Award in 2004, and the Second Class Award in

Natural Sciences from the Ministry of Education, China, in 2008. He has been
the Program Co-Chair for a number of international conferences, and served
as an Associate Editor of the IEEE TRANSACTIONS ON NEURAL NETWORKS
AND LEARNING SYSTEMS from 2006 to 2012. He is currently an Associate
Editor of the Neurocomputing journal, and a Board Member of the Asia Pacific
Neural Network Assembly.

Bao-Liang Lu (M’94–SM’01) received the B.S.
degree in instrument and control engineering from
the Qingdao University of Science and Technol-
ogy, Qingdao, China, in 1982, the M.S. degree in
computer science and technology from Northwestern
Polytechnical University, Xi’an, China, in 1989, and
the Dr. Eng. degree in electrical engineering from
Kyoto University, Kyoto, Japan, in 1994.

He was with the Qingdao University of Science
and Technology from 1982 to 1986. From 1994 to
1999, he was a Frontier Researcher with the Bio-

Mimetic Control Research Center, Institute of Physical and Chemical Research
(RIKEN), Nagoya, Japan, and a Research Scientist with the RIKEN Brain
Science Institute, Wako, Japan, from 1999 to 2002. Since 2002, he has been
a Full Professor with the Department of Computer Science and Engineering,
Shanghai Jiao Tong University, Shanghai, China, where he has been an
Adjunct Professor with the Laboratory for Computational Biology, Shanghai
Center for Systems Biomedicine, since 2005. His current research interests
include brain-like computing, neural network, machine learning, computer
vision, bioinformatics, brain–computer interface, and affective computing.

Prof. Lu was the President of the Asia Pacific Neural Network Assembly
(APNNA) and the General Chair of the 18th International Conference on
Neural Information Processing in 2011. He is currently an Associate Editor
of Neural Networks and a Board Member of APNNA.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


