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Abstract. In recent years many approaches have been developed tesdaee
problem of robust speaker recognition in adverse acouigtiiséronments. In this

paper we propose a robust auditory-based feature extnattéshod for speaker
recognition according to the characteristics of the augiperiphery and cochlear
nucleus. First, speech signals are represented basedquefiey selectivity at
basilar membrane and inner hair cells. Then, features appeadainto different

linear subspaces using independent subspace analysisr{i&hod, which can

represent some high order, invariant statistical feathyesaximizing the inde-

pendence between norms of projections. Experiment redeffi®nstrate that our
method can considerably increase the speaker recognitmracy specifically

in noisy environments.

1 Introduction

In speaker recognition system, feature extraction is onmpbrtant tasks, which aims
at finding succinct, robust, and discriminative featuresrfracoustic data. Acoustic
features such as linear predictive cepstral coefficienf®C(C)[1], mel-frequency cep-
stral coefficients (MFCC)[1], perceptual linear predietooefficients (PLP)[1] are com-
monly used, and the most popular data modeling techniquesrment speaker recog-
nition are based on the gaussian mixture model (GMM)[2].eRég the computational
auditory nerve models attract much attention from both ostience and speech signal
processing communities. Lewicki et al.[3] demonstratet #fficient coding of natu-
ral sounds could explain auditory nerve filtering propared their organization as a
population. Smith et al.[4] proposed an algorithm for |léagrefficient auditory codes
using a theoretical model for coding sound in terms of spikes

However, the conventional feature extraction methods fi@aker recognition are
often affected by the environmental noise or channel dists. In this paper, we in-
vestigate statistical approaches of constructing a basistibn for encoding patterns
including spectral and temporal information. This methtidrapts to extract the robust
speech features by mapping the frequency selectivity cteniatics at cochlea into in-
dependent subspace. The extraction features may modefféreces of speakers and
reduce the disturbances of noise. Furthermore, we empéguhport vector machine
as a classifier to test the effectiveness and recognitidoimeance.



2
2 Method

As we know, the human auditory system can accomplish thekespeacognition easily
and be insensitive to the background noise. In our appralaelfiiyst step is to obtain the
frequency selectivity information by imitating the prosgerformed in the auditory pe-
riphery and pathway. And then we represent the robust sgeatire as the projections
of the extracted auditory information mapped into a featwiespace via independent
subspace analysis. A diagram of the feature extractionadethd speaker recognition
is shown in Figure.l1. For the auditory-based processingeésh signals, we imple-
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Fig. 1. Extraction of auditory feature by independent subspacé&odetnd recognition

ment three modules of auditory system as what is describ&tyure.1 to obtain the
representation in the auditory periphery and pathway .

In order to raise the energy for frequency components lddatthe high frequency
domain, we implement traditional pre-emphasis to modettrebined outer and mid-
dle ear as a band-pass function ig(z) =1 — 0.972~1.

The frequency selectivity of peripheral auditory systersimulated by a bank of
cochlear filters which represent frequency selectivity atious locations along the
basilar membrane in a cochlea. The cochlear filterbanks davmpulse response as
g(t) = at" 12 ERB(f)tcos (2 f.t 4 ¢), wheren is the order of the filterf. is the
center frequencyy is the phaseg, b € R are constants where b determines the rate of
decay of the impulse response, which is related to bandwHiB( f.) is the equiv-
alent rectanglar bandwidth (ERB) of the auditory filter wittquadratic formula i.e.
ERB = 24.7(4.37f./1000 + 1).

In order to model nonlinearity of the inner hair-cells, theyer of each band in
every frame with a logarithmic nonlinearity was calculalBdfollowing equation i.e.
2(k) = 10g(1+7 3¢ frame 124 (t)}?), wherex(k) is the output powery is a scaling
constant,(t) is the output of cochlear filterbanks. This result can be iclemed as
average firing rates in the inner hair-cells, which simutagehigher auditory pathway.

In this paper we apply independent subspace analysis todeesptimal basis func-
tion which can give a robust representation of speech sigitale motivation of inde-
pendent subspace analysis[5] (ISA) is to achieve such amsxin which generalizes
the assumption of component independence to independenesedn groups of com-
ponents. Compared to the ordinary ICA model, the compongimdSA model are not
assumed to be all mutually independent. Insteadan be divided into n-tuples and the
s; inside a given n-tuple may be dependent on each other, behdepcies among dif-



ferent n-tuples are not allowed. A stochastic gradientrasaigorithm can be described
as:

Aw; ocx(wlx)g( > (wlx)?). )
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wherew; is the vector of demixing matrixx is the observed signal, = p’/p is a
nonlinear function that incorporates the information o@ $parseness of the norms of
the projections. In order to speed up the convergence, wehiteethe signals and con-
strain the vectorsv; to be orthogonal and unit norm. More information about ISA ca
be foundin [5].

3 Experimentsand results

In order to evaluate the efficiency of our method, a text-patelent speaker identifi-
cation experiment was conducted. We used Grid speech ctorpeist the performance
of our feature extraction method in section 2. The Grid sh&&arpus contains 17000
sentences spoken by 34 speakers(18 males and 16 females).

In our experiments the sampling rate of speech signals whiz.8kor the given
speech signals, we employed every window of length 8000 kstis) and time du-
ration 20 samples(2.5ms) and 36 gammatone filters weretsdlda order to reduce
the computational complexity, principle component analysgas performed for the di-
mension reduction. As described in Section.2, we calcdltite basis function using
independent subspace analysis after the calculation chvbeage firing rates in the
inner hair-cells. 170 sentences(5 sentences each persompelected randomly as the
training data for learning basis function and 40 indepenfisiure subspaces were ob-
tained which subspace dimension was chosen to be 4.

In order to test the efficiency and robustness of our feataraetion method, we
employed support vector machine as the classifier. 170@msess (50 sentences each
person) were used as training data and 2040 sentences (6Aceneach person) mixed
with different kinds of noise were used as test data. Thedtatst was mixed with bab-
ble, factory, f16 and white noises in SNR intensities of 158@1B, 5dB and 0dB.

For comparison, we implemented a baseline GMM system tleat asnventional
MFCC. In the system, each frame was modeled by 13-compoeetury derived from
a 40-channel Mel-scale filter bank, and the popular data fimadmethod GMM was
used to build the recognizer with 32 gaussian mixtures. Hragare.2(a) we can ob-
serve the classification boundaries among different speakearly which is beneficial
to the identification. Figure.2(b) presents the identiftdaaccuracy obtained by the ro-
bust auditory-based feature (RAF) and baseline systen estéd conditions.

The result demonstrates that the performance degraddtifmis little with noise
intensity increase. It performs significantly better thaR®C in the high noise condi-
tions. Such as 0dB condition of white noise, RAF maintairsults close to the low
noise condition, while MFCC has dropped sharply. The resait suggest that this
auditory-based method is robust against the noise and iraptbe recognition perfor-
mance.
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Fig. 2. Feature space for classification and identification acgui@} depicts projections onto
two-dimensional feature space using PCA. The data was mikédvhite noise in SNR 5dB. (b)
shows the identification accuracy in different noise caodsg.

4 Conclusions

An auditory-based feature extraction method applied tox&itelependent speaker
recognition task was presented in this paper, and accotditige experiments results,
the robustness and effectiveness were confirmed. This mhétliesigned to extract the
robust speech features by mapping the frequency selgotivdracteristics at cochlea
into independent subspace by learning a basis functiongdhkof finding a optimal
basis function using independent subspace analysis wasiteaise the robustness of
feature by removing the noisy components and improve thegrdtion scores.
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