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Introduction Experiments
Semantics-aware BERT (SemBERT): Datasets: 10 NLU benchmark datasets involving natural language inference,
 Incorporate explicit contextual semantics from pre-trained semantic role machine reading comprehension, semantic similarity and text classification.
labeling Tasks: GLUE, SNLI, SQUADZ2.0
« capable of explicitly absorbing contextual semantics over a BERT Baseline: BERT
bac k_bOne _ _ Method Classification  Natural Language Inference Semantic Similarity Score
* obtains new state-of-the-art or substantially improves results on ten CoLA SST-2 MNLI  QNLI RTE MRPC QQP STS-B
- - - (mc) (acc) m/mm(acc) (acc) (acc) (F1) (F1) (pc)
reading comprehension and language inference tasks. Leaderboard (Sepiember 2019)
ALBERT 69.1 97.1 91.3/91.0 99.2 89.2 934 74.2 92.5 89.4
. . . RoBERTa 67.8 96.7 90.8/90.2 98.9 88.2 92.1 90.2 92.2 88.5
Motivation: o | XLNET 678 968  90.2/89.8 986 863 930 903 91.6  88.4
* Pre-trained language models rarely consider incorporating structured In literature (April, 2019)
.. ] BiILSTM+ELMo+Attn  36.0 90.4 76.4/76.1 79.9 56.8 84.9 64.8 75.1 70.5
semantic information. GPT 454 913  82.1/81.4 881 560 823 703 820 728
o I I GPT on STILTs 47.2 93.1 80.8/80.6 87.2 69.1 87.7 70.1 85.3 76.9
Deep learning models might not really un_derstand the natural language e s ore  seameo TS5 000 ra  s83 859
texts and vulnerably suffer from adversarial attacks. " BERTpasge 521 935 84.6/834 - 664 839 712 871 783
» NLU tasks share the similar task purpose as sentence contextual semantic BERTArGE 00> 949 867859 927 701  89.5 721 876 809
. Qur implementation
analy3|s. SemBERTgAsE 57.8 93.5 84.4/84.0 90.9 69.3 88.2 71.8 87.3 80.9
SemBERT| ArGE 62.3 94.6 87.6/86.3 94.6 84.5 91.2 72.8 87.8 82.9
Paper Link: https://arxiv.org/abs/1909.02209 GLUE
Code Link: https://github.com/cooelf/SemBERT Model o B Model Dev Test
#1 BERT + DAE + AoAf 859 88.6 In literature
#2 SG-Net7 85.2 87.9 DRCN (Kim et al. 2018) - 90.1
#3 BERT + NGM + SSTy 852 87.7 SJRC (Zhang et al. 2019) - 91.3
U-Net (Sun et al. 2018) 69.2 72.6 MT-DNN (Liu et al. 2019)7 92.2 91.6
RMR + ELMo + Verifier (Huet al. 2018) 71.7 74.2 Our implementation
M eth Od Our implementation BERTgASE 90.8 90.7
BERT| ArGE 80.5 83.6 BERT} ARGE 01.3 01.1
- ] SemBERTLARGE 82.4 85.2 SemBERT 01.2 01.0
» Semantic Role Labeling SQUADZ2.0 SNLI
» Annotate the input sentences Results:
» fetch multiple predicate-derived structures of explicit semantics * GLUE: outperforms all the previous state-of-the-art models in literature
 Encoding  SQUADZ2.0: outperforms all the published works and achieves comparable
» \ectorize and obtain the contextual representations of both the performance with a few unpublished models from the leaderboard
sentence and label sequences. * SNLI: achieves a new state-of-the-art on SNLI benchmark and even outperforms
* Integration all the ensemble models
* the sentence representations and semantic embedding are

concatenated to form the joint representation for downstream tasks
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J ' . * Without multi-task learning like MT-DNN, our model still achieves remarkable
i S results.
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(rot 02 )frooa(nea)( 0 ) (vem )( ARcoed) ), The influence of the max number of predicate-argument structures
. reconstructing dormitories will not be approved by cavanaugh o The mOdeSt nu mbel’ WOU I d be bette r.
T BERT tokenization T *Semantic Role Labeling
{ reconstructing dormitories will not be approved by cavanaugh } Numbel‘ 1 2 3 4 5
For the text, {reconstructing dormitories will not be approved by cavanaugh}, it will be tokenized to a subword-level sequence, {rec, ##ons, ##tructing, dorm, ##itor, ##ies, will, Accuracy 9 1 049 9 1 036 9 1 05 7 91 029 9 1 -42
net, be, approved, by, ca, ##vana, ##ugh}. Meanwhile, there are two Kinds of word-level semantic structures,
[ARGI: reconstructing dormitories] [ARGM-MOD: will] [ARGM-NEG: not] be [V: approved] [ARGO: by cavanaugh]
[V: reconstructing] [ARG1: dormitories] will not be approved by cavanaugh M Odel P red iCti O nS
Input ' reconstructing dormitories will not be approved by cavanaugh | ° pOtentiaI to glJide the mOdeI to prOduce meaninngI prediCtionS
gﬁti:nrd | rec ][ ##nnsJ [##lmcting ) LdnrmJ [ #itor J [##iesJ . will 1 not 1 be ) fppmuﬂdi L by L ca ] [#\iana] [##uth Queﬂtinn Baseline SemBERT
Embedings BensRUing ol o B be  ||approved || by ]| cavanaugh | What 1s a very seldom used unit of mass in the metric system? The ki metric slug
_________________________________________ What 1s the lone MLS team that belongs to southern California? Galaxy LA Galaxy
cxplett e e 0o How many people does the Greater Los Angeles Area have? 17.5 million over 17.5 million
Embeddings ARG1 (x2) MoDAL || NEG 0 VERB ARGO (x2)
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