
Semantics-aware BERT for Language Understanding (SemBERT)

Zhuosheng Zhang, Yuwei Wu, Hai Zhao, Zuchao Li, Shuailiang Zhang, Xi Zhou, Xiang Zhou 

Shanghai Jiao Tong University & CloudWalk Technology

zhangzs@sjtu.edu.cn, will8821@sjtu.edu.cn, zhaohai@cs.sjtu.edu.cn

Introduction
Semantics-aware BERT (SemBERT):

• incorporate explicit contextual semantics from pre-trained semantic role

labeling

• capable of explicitly absorbing contextual semantics over a BERT

backbone

• obtains new state-of-the-art or substantially improves results on ten

reading comprehension and language inference tasks.

Motivation:

• Pre-trained language models rarely consider incorporating structured 

semantic information.

• Deep learning models might not really understand the natural language 

texts and vulnerably suffer from adversarial attacks.

• NLU tasks share the similar task purpose as sentence contextual semantic 

analysis.

Paper Link: https://arxiv.org/abs/1909.02209

Code Link: https://github.com/cooelf/SemBERT

SemBERT comprises three parts:

• Semantic Role Labeling

• Annotate the input sentences

• fetch multiple predicate-derived structures of explicit semantics

• Encoding

• Vectorize and obtain the contextual representations of both the 

sentence and label sequences.

• Integration

• the sentence representations and semantic embedding are 

concatenated to form the joint representation for downstream tasks

Method

Datasets: 10 NLU benchmark datasets involving natural language inference, 

machine reading comprehension, semantic similarity and text classification.

Tasks: GLUE, SNLI, SQuAD2.0

Baseline: BERT

GLUE

SQuAD2.0                                                        SNLI

Results：
• GLUE: outperforms all the previous state-of-the-art models in literature

• SQuAD2.0: outperforms all the published works and achieves comparable 

performance with a few unpublished models from the leaderboard

• SNLI: achieves a new state-of-the-art on SNLI benchmark and even outperforms 

all the ensemble models

Experiments

Parameter Comparisons

• Without multi-task learning like MT-DNN, our model still achieves remarkable 

results.

The influence of the max number of predicate-argument structures

• The modest number would be better.

Model Predictions

• potential to guide the model to produce meaningful predictions

Analysis
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