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Abstract. A general procedure for combining binary classifiers for mul-
ticlass classification problems with one-against-one decomposition policy
is presented in this paper. Two existing schemes, namely the min-max
combination and the most-winning combination, may be regarded as its
two special cases. We show that the accuracy of the combination proce-
dure will increase and time complexity will decrease as its main param-
eter increases under a proposed selection algorithm. The experiments
verify our main results, and our theoretical analysis gives a valuable cri-
terion for choosing different schemes of combining binary classifiers.

1 Introduction

The construction of a solution to a multiclass classification problem by combining
the outputs of binary classifiers is one of fundamental issues in pattern recog-
nition research. For example, many popular pattern classification algorithms
such as support vector machine (SVM) and AdaBoosting are originally designed
for binary classification problems and strongly depend on the technologies of
multiclass task decomposition and binary classifier combination. Basically, there
are two methods for decomposing multiclass problems. One is one-against-rest
policy, and the other is one-against-one policy. The former is computationally
more expensive, the latter is more popular in practical application and will be
concerned in this paper.

There are three main combination policies for one-against-one scheme accord-
ing to reported studies. a) the most-winning combination (round robin rule (R3)
learning [1]); b) the min-max combination that comes from one of two stages
in min-max modular (M3) neural network [2]; and c) decision directed acyclic
graph (DDAG) [3]. In comparison with one-against-rest scheme, a shortcoming
of one-against-one decomposition procedure is that it will yield too many binary
classifier modules, precisely the quantity is K(K − 1)/2, that is, the quadratic
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function of the number of classes, K. In the recognition phase, however, it is ob-
served that only a part of binary classifiers will be called to produce a solution
to the original multiclass problem.

In order to improve the response performance of this kind of classifiers, it is
necessary and meaningful to develop an efficient algorithms for selecting neces-
sary binary classifiers in the recognition phase. Therefore, we focus on binary
classifier selection problem under a novel general combination procedure of bi-
nary classifiers proposed in this paper. Here, we will only care the module based
time complexity, which means our work will be independent of the classification
algorithms and then it earns more generality. On the contrary, a related work
in [4] focuses on an optimized combining policy for margin-based classification,
which strongly depends on classification methods used in binary classifiers.

One of our previous work [5] gives a comparison between DDAG combination
and the min-max combination and proves that DDAG can be seen as a partial
version of the min-max combination. With ulterior study in this paper, we may
obtain a more comprehensive understanding of combination of binary classifiers.

The rest of the paper is organized as follows: In Sections 2 we briefly intro-
duce the min-max combination and the most-winning combination for binary
classifiers. In Section 3, a generalized combination procedure is presented and
two equal relations are proved. A selection algorithm is presented for the gen-
eral combination procedure is presented in Section 4. The experimental results
and comments on theoretical and experimental results are presented in Section 5.
Conclusions of our work and the current line of research are outlined in Section 6.

2 Min-Max and Most-Winning Combinations for Binary
Classifiers

Suppose a K-class classification problem is divided with one-against-one task
decomposition, then K(K − 1)/2 individual two-class sub-problems will be pro-
duced.

We use Mij to denote a binary classifier that learns from training samples
of class i and class j, while 0 ≤ i, j < K. The output coding of binary classifier
Mij in the min-max combination is defined as 0 and 1, where 1 stands for its
output of class i and 0 stands for class j. Mij will be reused as Mji in the
min-max combination, and they output contrary results for the same sample.
Thus, though K(K − 1) binary classifiers will be concerned in the min-max
combination, only one half of them need to be trained.

Before combination, we sort all K(K−1) binary classifier Mij into K groups
according to the same first subscript i, which is also regarded as the group label.
Combination of outputs of all binary classifiers is performed through two steps.
Firstly, the minimization combination rule is applied to all binary classifiers of
each group to produce the outputs of K groups. Secondly, the maximization
combination rule is applied to all groups outputs. If the result of the maximiza-
tion procedure is 1, then the label of that group which contribute to such result
will be the class label of combining output, otherwise, the combining output is
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unknown. We name the group which leads to the class label of combining output
as “winning group”, and the others as “ failure groups”.

A min-max combination procedure is illustrated in Fig 1.

M0, 1
M0, 1

M0, 2
M0, 2

M0, K-1

MK-1, 0

MK-1, 1

MK-1,K-2

Output

Fig. 1. Illustration of K-class min-max combination of (K − 1) × K binary classifiers

with K MIN units and one MAX unit

For the most-winning combination of binary classifiers, a direct output coding
is applied. The output of each Mij is just i or j, instead of 0 or 1. And the
combination policy is concise, too. The class label supported by the most binary
classifiers is the combining output of K(K − 1)/2 binary classifiers.

3 A General Combining Procedure for Binary Classifiers

For K(K − 1)/2 binary classifiers produced by one-against-one decomposition
procedure, we present a general combination procedure, named N-voting com-
bination, denoted by V (K, N), where N is an additional parameter. A direct
class output coding is used in the combination, that is, the output of a binary
classifier Mij will just be class i or class j. Combination rule is defined as follows.
If there are at least N binary classifiers support a class label, e.g. class i, and no
more binary classifiers support any other class label, then the combining output
is just class i. Otherwise, the combining output is unknown class.

We will show that N-voting combination V (K, K−1) is equal to the min-max
combination. In fact, if there is a class, e.g. class i, with consistent support of
K − 1 binary classifiers under V (K, K − 1) combination, then this means that
only these binary classifiers, Mij , 0 ≤ j ≤ K − 1, and i �= j, must all support
the same class i. In other words, their output must all be class 1 under coding
method of the min-max combination. These K − 1 binary classifiers just form a
group under the min-max combination. Thus, it must be the group with label i
that wins the combination, which means the combining output is class i under
the min-max combination. On the contrary, if there is one winning group with
a label i, under the min-max combination, then these K − 1 binary classifiers
must support the same class i. Notice that since the classifier Mij has output
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class i, then the symmetrical classifier Mji must output the same result class
i, namely only K − 2 binary classifiers support class j in the group that are
supposed to supported class j as the combining output, which leads to a failure
and means that no more binary classifiers support any other class except for
class i. According to the definition of V (K, K − 1) combination, the combining
output must be class i under V (K, K − 1) combination. So the conclusion that
V (K, K−1) and the min-max combination are equal combinations can be drawn.
What’s more, since the same class label can only be supported by at most K−1
binary classifiers, this comes the fact that the upper bound of N must be K −1.
It is easy to recognize that the supremum of N is K − 1, too.

We also show that V (K, [K/2]+1) combination is equal to the most-winning
combination, where denotation [K/2] means the largest integer below K/2. It is
induced from the following two facts.

a) For convenient description, we name such combination as v(K, N) combina-
tion. If there are just N binary classifiers support a class label, e.g. class i,
and no more binary classifiers support any other class label, then the combin-
ing output is just class i. Otherwise, the combining output is unknown class.
Suppose the set of combining outputs of all defined class labels by v(K, N)
combination is denoted by sN , and the set of combining outputs of all defined
class labels by V (K, N) combination is denoted by SN . For the same test
sets and trained binary classifiers, there must be SN = sK−1∪sK−2∪...∪sN .
Then it is obvious that SN1 ⊆ SN2when N1 > N2, for all 0 ≤ N1, N2 < K.
That is, for the larger N , the corresponding V (K, N) combination will give
the less outputs of defined class labels. The reason is that the condition to
finish a combining output of defined class label is more and more strict as
the value of N increases. Turn to the case of the most-winning combination,
such result can be obtain according to its definition:

Smw = sK−1 ∪ sK−2 ∪ ... ∪ s1, or (1)
Smw = S1.

b) To give a combining output of defined class label under V (K, N) or the
most-winning combination, such condition must be satisfied: after N binary
classifiers are excluded in K(K−1)/2 binary classifiers, the remaining classi-
fiers are divided into K−1 groups, in which the numbers of binary classifiers
all are less than N , that is, the following inequality should be satisfied.

N >
K(K − 1)/2 − N

K − 1
. (2)

The solution to the above inequality is N > (K − 1)/2. Consider N must be
an integer, we have N ≥ [(K − 1)/2] + 1, that is, N ≥ [K/2] + 1. This result
suggests

sN = φ, ∀N, 0 < N < [K/2] + 1. (3)
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According to (1) and (3), we obtain

Smw = sK−1 ∪ sK−2 ∪ ... ∪ s[K/2]+1, or (4)
Smw = S[K/2]+1,

and consider all undefined class labels will be output as unknown classes. There-
fore, the equality between V (K, [K/2] + 1) and the most-winning combination
is obvious.

However, the fact that [K/2] + 1 is a lower bound of N is not necessary to
lead to the fact that [K/2] + 1 is the infimum of N just like the case of upper
bound of N . Actually, many sets sN are empty for some N > [K/2] + 1 in
practical classification tasks. To find a larger lower bound of N is still remained
as an open problem.

4 Selection Algorithm for Combining Binary Classifiers

The original N-voting combination needs K(K − 1)/2 binary classifiers to be
tested for a sample before the mostly supported class label is found. But if
we consider the constraint of the value of N , then it is possible to reduce the
number of binary classifiers for testing, which give an improvement of response
performance.

As mentioned in Section 2, K − 1 binary classifiers with the same first sub-
script i are regarded as one group with the group label i. If there exists more
than K −N binary classifiers without supporting the group label in a group for
a given value of N , then it is meaningless for checking the remained classifiers
in the group since this group loses the chance of being a winning one, that is to
say, the remained classifiers in the group can be skipped.

The selection algorithm for N-voting combination V (K, N) is described as
follows.

1. For a sample, let i = 0 and j = 1.
2. Set all counters R[i] = 0, which stands for the number of binary classifiers

rejecting group label i, for 0 ≤ i < K.
3. While i ≤ K, do

(a) While j ≤ K and R[i] ≤ K − N , do
i. Check the binary classifier Mij .
ii. If Mij rejects class label i, then R[i] = R[i] + 1, else R[j] = R[j] + 1.
iii. Let j = j + 1, if j = i, then let j = j + 1 again.

(b) Let i = i + 1 and j = 1.
4. Compare each number of binary classifiers rejecting the same class to find

the lest-rejected class label as combining output. If all R[i] > K − N , for
0 ≤ i < K, then output unknown class as combining classification result.

It is obvious that the chance of a group to be removed by selection algorithm
will increase as the value of N increases. This means the efficiency of selection
procedure will increase, too. Thus, with the highest value of N , V (K, K − 1),
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or the min-max combination, has the best test performance in the combination
series.

Notice that the strictness of voting for a combining output of defined
class label will be increase as the value of N increases from [K/2] + 1 to
K − 1, monotonously. The chance to complete such combination will decrease,
simultaneously. This means the accuracy of V (K, N) combination will de-
crease, monotonously, and the unknown rate will increase, monotonously. Thus,
V (K, [K/2] + 1) or the most-winning combination is of the highest accuracy in
the combination series.

It is hard to directly estimate the performance of N-voting combination selec-
tion algorithm. Here we give an experimental estimation. The number of checked
binary classifiers under V (K, K − 1) or the min-max combination will be

nM = K(αlog(K) + β), (5)

where α and β are two constants that depend on features of binary classifier,
experimentally, 0 < α ≤ 1 and −0.5 < β < 0.5. And the number of checked
binary classifiers under V (K, [K/2] + 1) (or the most-winning policy in some
cases) combination will be

nR = γK2, (6)

where γ is a constant that depends on features of binary classifier, experimen-
tally, 0 < γ < 0.3. According to above analysis, performance of V (K, N) combi-
nation should be between nM and nR.

According to above performance estimation, our selection algorithm can im-
prove the response performance of one-against-one method from quadratical
complexity to logarithmal complexity at the number of binary classifiers in the
best case, namely the min-max combination or 1.67 times at least in the worst
case, namely the most-winning combination policy.

5 Experimental Results

Two data sets shown in Table 1 from UCI Repository[6] are chosen for this
study. Two algorithms, k-NN with k = 4 and SVM with RBF kernel are taken
as each binary classifier, respectively. The kernel parameters in SVM training are
shown in Table 1, too. The experimental results of N-voting combination with
different values of N are shown in Tables 2-5. These tables list the numbers of
checked binary classifiers, which show the performance comparison independent
of running platform.

It is necessary to access 45 and 325 binary classifiers for two data sets re-
spectively for testing a sample without any module selection. while there is only
one half of binary classifiers or less to be checked under presented selection al-
gorithm. This demonstrates an outstanding improvement of test performance.
Consider the generality of N-voting combination, the selection algorithm pre-
sented has actually included selection procedure of the min-max combination
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Table 1. Distributions of data sets and corresponding parameters for SVMs

Data sets #Class Number of Samples Parameters of SVM

Train Test γ C

Optdigits 10 3823 1797 0.0008 8

Letter 26 15000 5000 0.0125 8

Table 2. Performance of Optdigits data set on N-voting combination: k-NN algorithm

N Accuracy Incorrect rate Unknown rate #checked modules

6 98.39 1.61 0.00 25.55

7 98.39 1.61 0.00 26.16

8 98.39 1.61 0.00 24.84

9 98.39 1.61 0.00 20.74

Table 3. Performance of Optdigits data set on N-voting combination: SVM algorithm

N Accuracy Incorrect rate Unknown rate #checked modules

6 99.00 1.00 0.00 24.91

7 99.00 1.00 0.00 25.53

8 99.00 1.00 0.00 24.61

9 98.94 0.78 0.28 20.69

Table 4. Performance of Letter data set on N-voting combination: k-NN algorithm

N Accuracy Incorrect rate Unknown rate #checked modules

14 95.78 4.22 0.00 191.15

15 95.78 4.22 0.00 191.05

16 95.78 4.22 0.00 189.47

17 95.78 4.22 0.00 186.34

18 95.78 4.22 0.00 181.51

19 95.78 4.22 0.00 174.85

20 95.78 4.22 0.00 165.73

21 95.78 4.22 0.00 154.19

22 95.78 4.22 0.00 139.74

23 95.78 4.22 0.00 121.98

24 95.78 4.22 0.00 99.49

25 95.74 4.02 0.24 73.41
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Table 5. Performance of Letter data set on N-voting combination: SVM algorithm

N Accuracy Incorrect rate Unknown rate #checked modules

14 97.18 2.82 0.00 188.77

15 97.18 2.82 0.00 189.02

16 97.18 2.82 0.00 187.45

17 97.18 2.82 0.00 184.54

18 97.18 2.82 0.00 180.00

19 97.18 2.82 0.00 173.62

20 97.18 2.82 0.00 165.33

21 97.18 2.82 0.00 155.04

22 97.18 2.82 0.00 141.46

23 97.18 2.80 0.02 124.68

24 97.16 2.80 0.04 103.26

25 96.80 2.34 0.86 76.27
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Fig. 2. Comparison of theoretical estimation and experimental result of N-voting com-

bination on Optdigits data set under k-NN algorithm, where α = 1.05, β = −0.32 and

γ = 0.247. (a) V (K, K − 1) combination and (b) V (K, [K/2] + 1) combination

and the most-winning combination. If we regard selected V (K, [K/2] + 1) com-
bination as selected the most-winning combination in the worst case, then there
comes nearly 1.7 times improvement at least. If a larger N is taken, then the
speeding is much more. In addition, the accuracy and unknown rate do decrease
and increase, respectively, while the value of N increases just as expected. How-
ever, the decreasing of accuracy or increasing of unknown rate is not outstanding
when N is small enough. This suggests that the most-winning combination is
equal to V (K, N) combination with a value of N which may be many larger
than [K/2] + 1.

By removing samples of the last class continuously from each data set, we
obtain a 3-26 data sets for Letter data and 3-10 data sets for Optdigits data.



Combining Binary Classifiers and Its Performance Analysis 311

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
0

10

20

30

40

50

60

70

 Number of Classes

 T
he

 N
um

be
r o

f C
he

ck
ed

 M
od

ul
es

Experimental Results
Theoretical Estimation

(a)

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
0

20

40

60

80

100

120

140

160

180

200

 Number of Classes

 T
he

 N
um

be
r o

f C
he

ck
ed

 M
od

ul
es

Experimental Results
Theoretical Estimation

(b)

Fig. 3. Comparison of theoretical estimation and experimental result of N-voting com-

bination on Letter data set under k-NN algorithm, where α = 0.87, β = 0.0077 and

γ = 0.275. (a) V (K, K − 1) combination and (b) V (K, [K/2] + 1) combination

3 4 5 6 7 8 9 10
0

5

10

15

20

 Number of Classes

 T
he

 N
um

be
r o

f C
he

ck
ed

 M
od

ul
es

Experimental Results
Theoretical Estimation

(a)

3 4 5 6 7 8 9 10
0

5

10

15

20

25

30

 Number of Classes

 T
he

 N
um

be
r o

f C
he

ck
ed

 M
od

ul
es

Experimental Results
Theoretical Estimation

(b)

Fig. 4. Comparison of theoretical estimation and experimental result of N-voting com-

bination on Optdigits data set under SVM algorithm, where α = 1, β = −0.3 and

γ = 0.237. (a) V (K, K − 1) combination and (b) V (K, [K/2] + 1) combination
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Fig. 5. Comparison of theoretical estimation and experimental result of N-voting com-

bination on Letter data set under SVM algorithm, where α = 0.92, β = −0.0385 and

γ = 0.27. (a) V (K, K − 1) combination and (b) V (K, [K/2] + 1) combination
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Under selection algorithm, the comparison of the numbers of checked binary
classifiers between experimental results and theoretical estimation under contin-
uous classes are shown in Figs. 3-4. We see that the experimental estimation
value and experimental results are basically identical.

6 Conclusions

A general combination procedure of binary classifiers for multi-classification with
one-against-one decomposition policy has been presented. Two existing schemes,
the min-max combination and the most-winning combination, can be regarded
as its two special cases. For such general combination procedure, we ulteriorly
propose a selection algorithm. An improvement of response performance to the
original combining procedure is demonstrated. The experimental performance
estimation of selection algorithm is given, too. The experiments verify the ef-
fectiveness of the proposed selection algorithm. Our theoretical analysis gives a
valuable criterion for choosing combination policies of binary classifiers. From
the generality of our work, the improvement of response performance with pre-
sented selection algorithm can also be widely applied, especially for multi-class
classification with a large number of classes.
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