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1. Introduction

Blind separation/deconvolution of source signals has been a subject under consideration for more than a decade [1]-[14]. There are significant potential applications of blind separation/deconvolution in various fields, such as wireless telecommunication systems, sonar and radar systems, audio and acoustics, image enhancement and biomedical signal processing (EEG/MEG signals) [15]-[25]. In these applications, several unknown but independent temporal signals propagate through a mixing and/or filtering, natural or synthetic medium. The blind source separation/deconvolution problem is to recover independent sources from sensor outputs without assuming any a priori knowledge of the original signals besides certain statistic features [6]-[8], [26].

Existing statistical blind deconvolution or equalization algorithms can generally be classified into two categories: the mutual information minimization/entropy maximization and the cumulant-based algorithms. The Bussgang algorithms [16]-[17], [27] and the natural gradient algorithm [9], [11], [28]-[31] are two typical examples of the first category. The Bussgang techniques are iterative equalization schemes that employ stochastic gradient descent procedures to minimize non-convex cost functions depending on the equalizer output signals. The Bussgang
algorithms are simple and easy to implement. However, they might converge to wrong solutions which results in poor performance of the equalizer. The natural gradient approach was developed by S. Amari to overcome the drawback of the Bussgang algorithm [1, 28]. It has been proven that the natural gradient algorithm is an efficient algorithm in blind separation and blind deconvolution [1]. In the Cumulant Fitting Procedure (CFP) [32]-[34], the channel identification process directly employs the minimization of higher-order cumulant-based nonlinear cost functions. The underlying cost functions in CFP are multimodal, as in the case of Bussgang algorithms.

Although there exist a number of models and methods for separating blindly independent sources, such as the infomax, natural gradient approach and equivariant adaptive algorithms, there still exist several challenges in generalizing mixtures to dynamic and nonlinear systems, as well as in developing more rigorous and effective algorithms with general convergence. For example, in most practical applications the mixtures not only involve the instantaneous mixing but also delays or filtering of primary sources. The seismic data, the cocktail problem and biomedical data such as EEG signals are typical examples of such mixtures.

The state-space description of systems [35]-[37] is a new generalized model for blind separation and deconvolution. There are several reasons why the state-space models are advantageous for blind deconvolution. Although transfer function models are equivalent to the state-space ones in the linear case, it is difficult to exploit any common features that may be present in the real dynamic systems. The main advantage of the state space description for blind deconvolution is that it not only gives the internal description of a system, but there are various equivalent types of state-space realizations for a system, such as balanced realization and observable canonical forms. In particular, it is known how to parameterize some specific classes of models which are of interest in applications. In addition, it is easy to tackle the stability problem of state-space systems using the Kalman Filter. Moreover, the state-space model enables a much more general description than standard finite impulse response (FIR) convolu-

tive filtering. All of the known filtering models, such as AR, MA, ARMA, ARMAX and Gamma filterings, could also be considered as special cases of flexible state-space models.

The state space formulation of blind source separation/deconvolution was discussed by Salam et al [38]-[40], Zhang et al [41]-[43] and Cichocki et al [44]-[47]. An efficient learning algorithm was developed by Zhang and Cichocki [41] to train the output matrices by minimizing the mutual information. In order to compensate for the model bias and reduce the effect of noise, a state estimator approach [43] was also proposed by using the Kalman filter. Cichocki et al extended the state space approach to nonlinear system [44], and an effective two-stage learning algorithm was presented [45] for training the parameters in demixing models.

In this paper we present a general framework of state space approach for multichannel blind deconvolution of both linear and nonlinear systems. First we give a general formulation of blind deconvolution in the state space model. We discuss some theoretical problems, such as recoverability, and cost function for blind deconvolution in the state space framework. Then we present two approaches, the information backpropagation and the two-stage approaches. The two approaches are developed for different purposes. The information backpropagation algorithm is suitable for the blind deconvolution of minimum phase systems. However, in the non-minimum phase systems, it is not easy to accomplish the blind deconvolution in one step, since the delays in different recovered channels of the demixing models are unknown [48].

In this paper, we divide the parameters in demixing models into two types: The internal parameters and external parameters. They are trained in different ways. The internal parameters are independent of the individual signal separation problems; they are usually trained in an off-line manner, according to a set of signal separation problems. In contrast, the external parameters are trained individually for each separation problem.
2. General Formulation

Assume that unknown source signals $s(t) = (s_1(t), \ldots, s_n(t))^T$ are stationary zero-mean i.i.d. processes and mutually statistically independent. Suppose that the unknown source signals $s(k)$ are mixed by a stable nonlinear dynamic system

$$x(k+1) = F(x(k), s(k), \xi_P(k)) \quad (1)$$
$$u(k) = G(x(k), s(k)) + \theta(k) \quad (2)$$

where $F$ and $G$ are two unknown nonlinear mappings, $x(k) \in \mathbb{R}^N$ is the state vector of the system, and $u(k) \in \mathbb{R}^n$ is the vector of sensor signals, which are available to signal processing. $\xi_P(k)$ and $\theta(k)$ are the process noises and sensor noises of the mixing system, respectively. In this paper, we present another dynamic system as a demixing model

$$x(k+1) = F(x(k), u(k), \Theta) \quad (3)$$
$$y(k) = G(x(k), u(k), \Phi) \quad (4)$$

where $u(k) \in \mathbb{R}^n$ is the vector of sensor signals, $x(k) \in \mathbb{R}^M$ is the state vector of the system, $y(k) \in \mathbb{R}^n$ is designated to recover source signals in certain sense, $F_N$ is a nonlinear mapping, described by a general nonlinear capability neural network, $\Theta$ is the set of parameters (synaptic weights) of the neural network, $G$ is a nonlinear mapping with non-singularity of derivative $\frac{\partial G}{\partial u}$, and $\Phi$ is the weights of $G$. The dimension $M$ of the state vector is the order of the demixing system.

Since the mixing system is blind, we neither know the nonlinear mappings $F$ and $G$, nor the dimension $N$ of the state vector $x(k)$. We need to estimate the order and approximate nonlinear mappings of the demixing system. In the blind deconvolution, the dimension $M$ is difficult to determine and is usually overestimated, i.e. $M > N$. The overestimation of the order $M$ may produce delays in output signals, but this is acceptable in blind deconvolution. There are a number of neural networks such as Radial Based Function, Support Vector Machine and multilayer perceptron, which can be used as demixing models. In this paper, we employ the Support Vector Machine to estimate the nonlinear mapping $F_N(x(k), u(k), \Theta)$ in the demixing model.

If both of the mappings, $F_N$ and $G$ are linear, the nonlinear state space model will reduce to the standard multichannel blind deconvolution. In this paper, we first discuss the linear case, then extend the algorithms to the nonlinear blind deconvolution. For simplicity, we will discuss the nonlinear models of the following form,

$$x(k+1) = F_N(x(k), u(k), \Theta) \quad (5)$$
$$y(k) = Cx(k) + Du(k) \quad (6)$$

In this demixing model, the output equation is assumed to be linear. The restriction is reasonable since in many practical problems, the measurement is a linear combination of certain variables. The simplification of the demixing model is simply for clarity of presentation and for easier derivation of learning algorithms. One can extend the results to the general case.

2.1 Internal Representation

The state space description [35]-[37] allows us to divide the variables into two types: the internal state variable $x(k)$, which produces the dynamics of the system, and the external variables $u(k)$ and $y(k)$, which represent the input and output of the system, respectively. The vector $x(k)$ is known as the state of the dynamic system, which summarizes all the information about the past behavior of the system that is needed to uniquely predict its future behavior, except for the purely external input $u(k)$. The term state plays a critical role in mathematical formulation of a dynamical system. It allows us to realize the internal structure of the system and to define the controllability and observability of the system as well. In the state space framework, it becomes much easier to discuss the stability, controllability and observability of dynamical systems.

We formulate the demixing model in the framework of the state space models for blind deconvolution. The parameters in the state equation of the demixture are referred to as internal representation parameters (or simply internal parameters), and the parameters in the output equation as external ones. Such a distinction enables us to train the demixing model in two stages: internal representation and output separation. In the internal representation stage, we will make the state space as sparse as possible such that the output signals can be represented as a linear combination of the state vector $x(k)$ and
input vector \( u(k) \). In this paper, we will employ two approaches to train the internal parameters and to estimate the state vector by using information backpropagation and Kalman filtering.

In the state space framework, we suggest that the separation of sources should be made in two stages: the first one involves training the state space parameters, such that the system is of sparse information representation, the second one involves fixing the internal parameters and training the external parameters by blind deconvolution algorithms.

### 2.2 Linear System Case

In order to illustrate the flexibility of the state-space model for blind deconvolution, we elaborate the mixing model and demixing model within the framework of linear state-space representation. Suppose that the mixing model is described by a linear state discrete-time system

\[
\mathbf{x}(k+1) = \mathbf{A}\mathbf{x}(k) + \mathbf{B}\mathbf{s}(k) + \mathbf{L}\mathbf{\xi}_R(k) \tag{7}
\]

\[
u(k) = \mathbf{C}\mathbf{x}(k) + \mathbf{D}\mathbf{s}(k) + \mathbf{\theta}(k) \tag{8}
\]

where \( \mathbf{x} \in \mathbb{R}^N \) is the state vector of the system, \( \mathbf{s}(k) \in \mathbb{R}^n \) is the vector of input signals, \( \mathbf{u}(k) \in \mathbb{R}^m \) is the vector of sensor signals, \( \mathbf{\xi}_R \in \mathbb{R}^{N \times N} \) is the state mixing matrix, \( \mathbf{\xi}_R \in \mathbb{R}^{N \times n} \) is an input mixing matrix, \( \mathbf{C} \in \mathbb{R}^{m \times n} \) is the output mixing matrix and \( \mathbf{D} \in \mathbb{R}^{m \times n} \) is the input-output mixing matrix. If we ignore the noise terms in the mixing model, its transfer function matrix is described by an \( m \times n \) matrix of the form

\[
\mathbf{H}(z) = \mathbf{C}(z\mathbf{I} - \mathbf{A})^{-1}\mathbf{B} + \mathbf{D} \tag{9}
\]

where \( z^{-1} \) is a time delay operator.

We formulate the blind separation problem as a task to recover original signals from observations \( \mathbf{u}(k) \) without prior knowledge on the source signals or state space matrices \( \{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}\} \) besides certain statistical features of the source signals. Since the mixing model is a linear state-space, we suggest that the mixing model here is another linear state-space system, which is described as follows (see Fig. 1).

\[
\mathbf{x}(k+1) = \mathbf{A}\mathbf{x}(k) + \mathbf{B}\mathbf{u}(k) + \mathbf{L}\mathbf{\xi}_R(k) \tag{10}
\]

\[
\mathbf{y}(k) = \mathbf{C}\mathbf{x}(k) + \mathbf{D}\mathbf{u}(k) \tag{11}
\]

where \( \mathbf{\theta} = \{\mathbf{A}, \mathbf{B}, \mathbf{L}\} \), the input \( \mathbf{u}(k) \) of the demixing model is simply the output (sensor signals) of the mixing model and the \( \mathbf{\xi}_R(k) \) is the reference model noise. Generally, the set of matrices \( \{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{L}\} \) are parameters to be determined in a learning process [41]-[47]. For simplicity, we assume that the noise terms both in the mixing and demixing models are negligibly small.

The transfer function of the demixing model is \( \mathbf{W}(z) = \mathbf{C}(z\mathbf{I} - \mathbf{A})^{-1}\mathbf{B} + \mathbf{D} \). The output \( \mathbf{y}(k) \) is designed to recover the source signals in the following sense

\[
\mathbf{y}(k) = \mathbf{W}(z)\mathbf{H}(z)\mathbf{s}(k) = \mathbf{P}\mathbf{A}(z)\mathbf{s}(k) \tag{12}
\]

where \( \mathbf{P} \) is any permutation matrix and \( \mathbf{A}(z) \) is a diagonal matrix with \( \lambda_i z^{-\tau_i} \) in diagonal entry \( (i,i) \), where \( \lambda_i \) is a nonzero constant and \( \tau_i \) is any nonnegative integer. The recoverability of the linear demixing model and nonlinear demixing model will be discussed in the next section.

It is easy to see that the linear state space model mixture is an extension of the instantaneous mixture. When the matrices \( \mathbf{\bar{A}}, \mathbf{\bar{B}}, \mathbf{\bar{C}} \) in the mixing model and \( \mathbf{\bar{A}}, \mathbf{\bar{B}}, \mathbf{\bar{C}} \) in the demixing model are null matrices, the problem is simplified to the standard independent component analysis (ICA) problem [6], [8], [9].

### 2.3 Canonical Forms

Canonical forms for linear systems are of great importance since they provide a unique state space representation of linear systems [35]-[37]. Therefore, they play a major role in system identification where a unique parameterization of the systems in the model set in essential to avoid identifiability problems. Various types of canonical forms for linear systems have been introduced and studied. Most of these canonical forms for
multi-variable systems are generalizations of the observer or controller canonical form for single-input single-output systems. The usefulness of a canonical form depends on its properties. One of the standard canonical forms, the controller canonical form, is of particular significance since the parameters of the canonical form have a direct interpretation as their coefficients of the transfer function. Moreover, this canonical form permits a straightforward proof of the pole-shift theorem [37]. There are, however, drawbacks of the controller canonical forms, particularly concerning the resulting parameterization of linear systems. The set of parameters in the controller form that lead to a minimal realization is very complicated. Fortunately, in blind deconvolution, the minimal realization of the demixing system is neither necessary nor practical. Another canonical form is the balanced canonical form, which has a geometrically well-behavior parameter space. One of the main advantages of the balanced canonical form is its geometric properties, for example, the stable minimum phase system can be represented in the Lyapunov Balanced Canonical Form.

**Controller Canonical Form**

If the transfer function of a system is given by

\[ H(z) = P(z)Q^{-1}(z) \]  

where \( P(z) = \sum_{i=0}^{N} P_iz^{-i} \) and \( Q(z) = \sum_{i=0}^{N} Q_iz^{-i} \). \( Q_0 = I \).

The matrices \( A, B, C \) and \( D \) for the canonical controller form are represented as follows.

\[ A = \begin{bmatrix} -Q & -Q_N \\ I_{n(N-1)} & 0 \end{bmatrix}, \quad B = \begin{bmatrix} I_n \\ 0 \end{bmatrix} \]  

\[ C = (P_1 P_2 \cdots P_N), \quad D = P_0 \]  

where \( Q = (Q_1, Q_2, \cdots, Q_{N-1}) \) is an \( n \times n \) matrix, \( O \) is an \( n(N-1) \times n \) null matrix, \( I_n \) and \( I_{n(N-1)} \) are the \( n \times n \) and \( n(N-1) \times n(N-1) \) identity matrices, respectively. In particular, if the system is FIR, i.e., \( H(z) = P(z) \), both \( A \) and \( B \) are constant matrices.

**Lyapunov Balanced Canonical Form**

The system \( W = (A, B, C, D) \) is called Lyapunov-balanced if the positive definite solutions \( Y \) and \( Z \) to the Lyapunov equations,

\[ AZ + ZA^* + BB^* = 0 \]  

\[ A^*Y + YA + C^*C = 0 \]

are such that

\[ Y = Z = \text{diag}(\sigma_1, \sigma_2, \cdots, \sigma_n) := \Sigma_n \]  

with \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n > 0 \). The nonsingular diagonal matrix \( \Sigma_n \) is called the Lyapunov Grammian of the system. The positive numbers \( \sigma_1, \sigma_2, \cdots, \sigma_n \) are called the Lyapunov-singular values of the system. The canonical form of a stable minimal system will be Lyapunov balanced. This is the main advantage of the balanced canonical form. Such a parameterization for stable minimum phase systems is of importance in time series analysis, where the innovation of state space model is made based on an observed time series. However, a disadvantage of the balanced parameterization is that it does not include an atlas for the manifold of systems. This leads to a new parameterization: An overlapping parameterization. Refer to [37] for the detailed realization of balanced canonical forms.

### 3. Cost Functions for Blind Deconvolution

Our objective is to train the demixing model such that the output signals are as spatially mutually independent and temporarily i.i.d. as possible. There are a number of cost functions which fulfill blind deconvolution task. Commonly used cost functions include maximum entropy, minimum mutual information and maximum high order cumulants.

#### 3.1 Maximum Entropy

Assume that \( p(y, W) \) and \( p_i(y_i, W) \) are the joint probability density function of \( y \) and marginal pdf of \( y_i \), \( (i = 1, \cdots, n) \) respectively. The differential entropy of the output of the demixing model is defined by

\[ H(y, W) = -\int p(y, W) \log p(y, W) dy \]  

The entropy \( H(y, W) \) is generally not upper bounded. This means that the maximum of \( H(y, W) \) may not exist. In order to overcome this difficulty, Bell and Sejnowski proposed that after using a component nonlinear transformation on \( y \), the entropy will become upper bounded and the maximum of entropy will always exist. Refer to [8] for a detailed discussion.
3.2 Minimum Mutual Information

Another cost function for blind deconvolution is the Kullback-Leibler Divergence which defines an asymmetrical measure of two probability functions [49], [50]. Let \( p_y(y) \) and \( q_y(y) \) denote two different probability density functions. We then define the Kullback-Leibler Divergence between \( p_y(y) \) and \( q_y(y) \) as follows:

\[
D(p, q) = \int p_y(y) \log \left( \frac{p_y(y)}{q_y(y)} \right) dy
\]  

(20)

The Kullback-Leibler Divergence can be presented in the context of differential geometry as the Riemannian metric in the space of the distributions [49], [50]. The expression (20) can be interpreted as a quasi-distance because it is always non-negative and is equal to zero if and only if \( p_y(y) = q_y(y) \). Because of this property, we can also use the Kullback-Leibler Divergence to measure the mutual independence of output signals. Let \( p_i(y_i) \) be the \( i \)-th marginal probability density function of component \( y_i \), which is defined by

\[
p_i(y_i) = \int p_y(y) dy^{(i)}, \quad i = 1, \ldots, n
\]  

(21)

where \( y^{(i)} \) is the \((n-1)\)-dimensional vector after removing the \( i \)-th element from vector \( y \). If the output \( y \) is spatially mutually independent, then

\[
p_y(y) = \prod_{i=1}^{n} p_i(y_i)
\]  

(22)

The Kullback-Leibler Divergence between \( p_y(y) \) and \( q_y(y) = \prod_{i=1}^{n} p_i(y_i) \) is given by

\[
D(p, q) = \int p_y(y) \log \left( \frac{p_y(y)}{\prod_{i=1}^{n} p_i(y_i)} \right) dy
\]  

(23)

or we rewrite it into the mutual information form

\[
l(W) = -H(y, W) + \sum_{i=1}^{n} H(y_i, W)
\]  

(24)

where

\[
H(y, W) = -\int p(y, W) \log p(y, W) dy
\]

\[
H(y_i, W) = -\int p_i(y_i) \log p_i(y_i) dy_i
\]

The divergence \( l(W) \) is a nonnegative functional, which measures the mutual independence of the output signals \( y_i(k) \). The output signals \( y \) are mutually independent if and only if \( l(W) = 0 \). Therefore, the Kullback-Leibler Divergence \( D(p, \prod_{i=1}^{n} p_i(y_i)) \) can be used as a cost function for blind deconvolution. However, there are several unknowns in the cost function: the joint probability density function \( p_y(y) \) and the marginal probability density functions \( p_i(y_i) \).

As shown in the Appendix 13.2, we can express the entropy \( H(y) \) as

\[
H(y) = -\log |det(D)| + \text{const}
\]

(25)

The cost function derived from the mutual information can be simplified as

\[
l(y, W) = -\log |det(D)| - \sum_{i=1}^{n} H(y_i, W)
\]

(26)

In order to implement the statistical on-line learning, we reformulate the cost function as

\[
l(y, W) = -\log |det(D)| - \sum_{i=1}^{n} \log q(y_i)
\]

(27)

where \( q(y_i) \) is an estimation of the true probability density function of source signals. There areke number of methods, such as the Edgeworth series [51] and Gram-Charlier series [9], to estimate the probability density function \( p(y_i) \) of \( y_i \). The Gram-Charlier series is an expansion of a probability density function at the neighborhood of the normalized Gaussian distribution \( \phi(y_i) = \frac{1}{\sqrt{2\pi}} e^{-y_i^2/2} \),

\[
p_i(y_i) = \phi(y_i) \left[ 1 + \sum_{j=3}^{\infty} c_j H_j(y_i) \right]
\]

(28)

where \( H_j(y_i) \) are Hermite polynomials, and the coefficients \( c_j \) are defined in terms of the cumulants of \( y_i \). Refer to [9] and [52] for further information.

3.3 High Order Cumulants

Alternative function for blind deconvolution is the high order statistics of the output [53]. High order information can be expressed by using cumulants. Denote \( C_r(y_i) \) the cumulant of order \( r \) of the random variable \( y_i \). Then we can define a cost function as follows

\[
l(y, W) = \sum_{i=1}^{n} |C_r(y_i)|
\]

(29)
Usually such a cost function has a disadvantage in that we have to perform the whitening procedure first, and then maximize the above cost function.

4. Invertiability by State Space Model

Assume that the number of sensor signals equals the number of source signals, i.e. \( m = n \). In the following discussion, we restrict the mixing model to the following form,

\[
\begin{align*}
\mathbf{x}(k+1) &= \mathbf{f}(\mathbf{x}(k), \mathbf{s}(k)) \\
\mathbf{u}(k) &= \mathbf{C}\mathbf{x}(k) + \mathbf{D}\mathbf{s}(k)
\end{align*}
\]

where the state equation is a nonlinear dynamic system, and the output equation is a linear one. From a theoretical point of view, we can easily find the inverse of the state space models in the same form, if the matrix \( \mathbf{D} \) is invertible. In fact, the inverse system is expressed by

\[
\begin{align*}
\mathbf{x}(k+1) &= \mathbf{f}(\mathbf{x}(k), \mathbf{D}^{-1}(\mathbf{y}(k) - \mathbf{C}\mathbf{x}(k))) \\
\mathbf{s}(k) &= \mathbf{D}^{-1}(\mathbf{u}(k) - \mathbf{C}\mathbf{x}(k))
\end{align*}
\]

This means that if the mixing model is expressed by (30) and (31), we can recover the source signals using the inverse system (32) and (33). There is an advantage to the state space model in that we do not need to inverse any nonlinear functions explicitly.

4.1 Linear Case

Now we concentrate on the linear system and discuss the recoverability and representation of the inverse system. From the definition, we have

\[
\begin{align*}
\mathbf{u}(k) &= \mathbf{H}(z)\mathbf{s}(k) \\
\mathbf{y}(k) &= \mathbf{W}(z)\mathbf{u}(k)
\end{align*}
\]

The independent sources are recoverable from the demixing model (10) and (11) if and only if

\[
\mathbf{W}(z)\mathbf{H}(z) = \mathbf{P}\mathbf{A}(z)
\]

where \( \mathbf{P} \) and \( \mathbf{A}(z) \) are defined as in (12). The question here is whether matrices \( [\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}] \) exist in the demixing model (10) and (11), such that its transfer function \( \mathbf{W}(z) \) satisfies (36). The answer is affirmative. If the matrix \( \mathbf{D} \) in the mixing model satisfies \( \text{rank}(\mathbf{D}) = n \), and \( \mathbf{W}_0(z) \) is the inverse of \( \mathbf{H}(z) \), which is defined in the Appendix, then any state-space realization \( [\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}] \) of a new transfer function \( \mathbf{W}(z) = \mathbf{P}\mathbf{A}(z)\mathbf{W}_0(z) \) meets equation (11). Therefore, we have the following theorem:

**Theorem 1** If the matrix \( \mathbf{D} \) in the mixing model is of full rank, i.e. \( \text{rank}(\mathbf{D}) = n \), then there exist matrices \( [\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}] \), such that the output signals \( \mathbf{y} \) of state-space system (4) and (5) recovers the independent source signals in the sense of (6).

In blind deconvolution problems, we do not know matrices \( [\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}] \), or the state space dimension \( M \). Before we train the matrices \( [\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}] \) in the state-space model, we must estimate the dimension \( M \) of the system if one needs to obtain a canonical solution. There are several criteria for estimating the dimension of a system in system identification, such as AIC and FPE criteria. The order estimation problem in blind deconvolution is quite difficult, but interesting. It remains an open problem that is not discussed in this paper. It should be noted that if the dimension of state vector in the demixing model is overestimated, i.e., it is larger than that in the mixing model, the separated signals may contain some auxiliary time-delays, which are acceptable in blind deconvolution.

5. Basic Learning Algorithms

In this section, we develop learning algorithms to update the external parameters \( \mathbf{W} = [\mathbf{C}, \mathbf{D}] \) in the demixing model. The basic idea is to use the gradient descent approach to update these parameters. In order to obtain an improved learning performance, we define a new search direction, which is related to the natural gradient, developed by Amari [49] and Amari and Nagaoka [50].

5.1 Gradient Descent Algorithm

For simplicity we suppose that the matrix \( \mathbf{D} \) in the demixing model (11) is a nonsingular \( n \times n \) matrix. The cost function for learning is derived from mutual information as

\[
l(\mathbf{y}, \mathbf{W}) = -\log \det(\mathbf{D}) - \sum_{i=1}^{n} \log q_i(y_i)
\]

where \( \det(\mathbf{D}) \) is the determinant of the matrix \( \mathbf{D} \). \( q_i(y_i) \) is an approximation of pdf \( p_i(y_i) \). For the
gradient of the cost function $l(y, W)$ with respect to $W$, we calculate the total differential $dl(y, W)$ of $l(y, W)$ when we take a differential $dW$ on $W$,
\begin{equation}
dl(y, W) = l(y, W + dW) - l(y, W)
\end{equation}

Following Amari’s derivation for the natural gradient method [2, 31], we have
\begin{equation}
dl(y, W) = -tr(dD^{-1}D) + \varphi^T(y)d \gamma
\end{equation}
where $tr$ is the trace of a matrix and $\varphi(y)$ is a vector of nonlinear activation functions
\begin{equation}
\varphi_i(y_i) = \frac{d \log q_i(y_i)}{dy_i} - \frac{q_i'(y_i)}{q_i(y_i)}
\end{equation}
Taking a differential of $y$ in equation (11), we have the following relation
\begin{equation}
dy = dCx(k) + dDu(k) + Cdx(k)
\end{equation}
Hence, we obtain the derivatives
\begin{equation}
\frac{dl(y, W)}{\partial C} = \varphi(y)x^T
\end{equation}
\begin{equation}
\frac{dl(y, W)}{\partial D} = -D^{-T} + \varphi(y)u^T
\end{equation}
Finally the gradient descent learning algorithm is described by
\begin{equation}
\Delta C(k) = -\eta(k)\varphi(y)x^T
\end{equation}
\begin{equation}
\Delta D(k) = \eta(k)(D^{-T} - \varphi(y)u^T)
\end{equation}
where $\eta(k)$ is the learning rate. In this algorithm, we must calculate the inverse matrix $D^{-1}$. In order to reduce the computing cost and improve the learning efficiency, in [41] we employed the natural gradient technique by multiplying a positive definite matrix $D^T D$ in the learning algorithm for $D$. The modified learning rule for $D$ is described by
\begin{equation}
\Delta D(k) = \eta(k)(I - \varphi(y)u^T D^T)D
\end{equation}
The modification reduces the computing cost, but does not significantly improve the learning efficiency because the modified search direction is not the natural gradient one. The algorithm includes an unknown score function $\varphi(y)$. The optimal one is given by equation (40) with $q_i(y_i) = p_i(y_i)$, if we can estimate the true source probability distribution $p_i(y_i)$ adaptively. Another solution is to give a score function according to the statistics of source signals. Typically if a source signal $y_i$ is super-Gaussian, one can choose $\varphi_i(y_i) = tanh(y_i)$. Respectively, if it is sub-Gaussian, one can choose $\varphi_i(y_i) = y_i^2$ [54, 55]. A question will be raised as to whether the learning algorithm will converge to a true solution if the approximation score functions are used. The theory of the semi-parametric model for blind separation/deconvolution ([26], [56], [57], [58]) shows that even through a misspecified pdf is used in learning, learning algorithms can still converge to the true solution if certain stability conditions are satisfied [54].

5.2 Natural Gradient Algorithm

Stochastic gradient optimization methods for parameterized systems suffer from slow convergence due to the statistical correlation of the processes signals. While quasi-Newton and related methods can be used to improve convergence, they also suffer from heavy computation and numerical instability, as well as local convergence problems.

The natural gradient search scheme proposed by Amari [1], [49] is an efficient technique for solving iterative estimation problems. For a cost function $l(y, W)$, the natural gradient $\nabla l(y, W)$ is the steepest ascent direction of the cost function $l(y, W)$. In this paper we derive the extended natural gradient by introducing a new search direction.

From linear output equation (6), we have
\begin{equation}
u(k) = D^{-1}(y(k) - Cx(k))
\end{equation}
Substituting (47) into (41), we obtain
\begin{equation}
dy = (dC - dDD^{-1}C)x + dDD^{-1}y
\end{equation}
In order to improve the computing efficiency of learning algorithms, we introduce a new search direction defined as
\begin{equation}
dX_1 = dC - dDD^{-1}C
\end{equation}
\begin{equation}
dX_2 = dDD^{-1}
\end{equation}
It is easy to obtain the derivatives of the loss function $l$ with respect to matrices $X_1$ and $X_2$ as
\begin{equation}
\frac{\partial l(y, W)}{\partial X_1} = \varphi(y(k))x^T(k)
\end{equation}
\begin{equation}
\frac{\partial l(y, W)}{\partial X_2} = \varphi(y(k))y^T(k) - I
\end{equation}
Using the standard gradient descent method, we deduce a learning rule for $X_1$ and $X_2$

$$\Delta X_1(k) = -\eta \varphi(y(k))x^T(k) \quad (53)$$

$$\Delta X_2(k) = -\eta (\varphi(y(k))y^T(k) - I) \quad (54)$$

where $\eta$ is a learning rate. From (49) and (50), we obtain a novel learning algorithm to update matrices $C$ and $D$ as

$$\Delta C(k) = \eta (I - \varphi(y)y^T)C - \varphi(y)x^T \quad (55)$$

$$\Delta D(k) = \eta (I - \varphi(y)y^T)D(k) \quad (56)$$

In fact, the relation between the natural gradient and the ordinary gradient can be defined by

$$\nabla l = \nabla l \begin{bmatrix} I + C^TC & C^TD \\ D^TC & D^TD \end{bmatrix} \quad (57)$$

where $\nabla l = \left[ \frac{\partial \log W}{\partial C} \frac{\partial \log W}{\partial D} \right]$. Therefore, the learning algorithm can be rewritten equivalently in the following form

$$[\Delta C \ \Delta D] = -\eta(k)\nabla l(y, W). \quad (58)$$

It is easy to see that the preconditioning matrix

$$\begin{bmatrix} I + C^TC & C^TD \\ D^TC & D^TD \end{bmatrix}$$

is symmetric positive definite, and this expression is the extension of Amari’s natural gradient to the state space model.

The natural gradient provides a form by which the analysis of stability becomes much easier. The equilibrium points of the learning algorithm satisfy the following equations

$$E[\varphi(y(k))x^T(k)] = 0 \quad (59)$$

$$E[I - \varphi(y(k))y^T(k)] = 0 \quad (60)$$

This means that separated signals $y$ could achieve a mutual independence as high as possible if the nonlinear activation function $\varphi(y)$ is suitably chosen. From (55) and (56), we see that the natural gradient learning algorithm [9] is covered as a special case of the learning algorithm when the mixture is simplified to an instantaneous case.

On the other hand, if the output signals $y$ of (11) are spatially mutually independent and temporarily i.i.d. signals, it is easy to verify that $y(k)$ satisfies (59) and (60). In fact, from (10) and (11) we have

$$x(k+1) = \sum_{l=0}^{k-1} B A^l y(k-l) \quad (61)$$

where $\hat{A} = A - BD^{-1}C$, $\tilde{B} = BD^{-1}$ and we have assumed that $x(0) = 0$. Substituting (61) into (59), we deduce that (59) is satisfied for the i.i.d. property of $y(k)$. In next section we will derive the stability conditions of the natural gradient algorithm for the state space model.

5.3 Lagrange Multiplier Approach

Salam and Erten [40] proposed another learning algorithm for the state space model by using the Lagrange Multiplier. Assume that the demixing model is described by (5) and (6). The augmented cost function becomes

$$J(U) = \sum_{k=1}^{L} \left( l(k) + \lambda_{k+1}^T \mathcal{F}_N(k) - x(k+1) \right) \quad (62)$$

where $\mathcal{F}_N(k) = \mathcal{F}_N(x(k), u(k), \Theta)$, $U = \{W, \Theta\}$ and $l(k) = l(y(k), U)$ is given by (27), which depends on the parameters $U$ of the demixing model. The Hamiltonian was defined as

$$H^k = l(k) + \lambda_{k+1}^T \mathcal{F}_N(k) \quad (63)$$

By using the standard gradient descent approach they presented a learning algorithm [40]

$$x(k+1) = \frac{\partial H^k}{\partial \lambda_{k+1}} = \mathcal{F}_N(k) \quad (64)$$

$$\lambda_k = \frac{\partial \mathcal{F}_N(k)^T}{\partial x(k)} \lambda_{k+1} + \frac{\partial l(k)}{\partial x(k)} \quad (65)$$

$$\Delta \Theta = -\eta(k) \frac{\partial \mathcal{F}_N(k)^T}{\partial \Theta} \lambda_{k+1} \quad (66)$$

$$\Delta W = -\eta(k) \frac{\partial l(k)}{\partial W} \quad (67)$$

Refer to [40] for a detailed derivation. It should be noted that if the demixing model is a linear system, the above learning algorithm for $W$ reduces to the ordinary gradient descent algorithm (44) and (45). However, the learning algorithm (66) is not easy to implement on-line because the system (65) is non-causal.
6. Stability of Learning Algorithm

In this section we discuss the stability of the natural gradient algorithm (55) and (56). Since the algorithm is derived from (53) and (54), we only need to discuss the stability of (53) and (54). Consider its learning rule:

\[ \Delta X_1(k) = -\eta \varphi'(y(k))x^T(k), \] (68)
\[ \Delta X_2(k) = -\eta \varphi'(y(k))y^T(k) - I \] (69)

The equilibrium points of the dynamical system satisfy

\[ E[\varphi(y(k))x^T(k)] = 0 \] (70)
\[ E[1 - \varphi(y(k))y^T(k)] = 0 \] (71)

Clearly, the true solution \( C \) and \( D \) is the solution of (70) and (71). However, this does not guarantee that the \( C(k) \) and \( D(k) \) converges to the true solution even locally. This is because if the true solution is an unstable equilibrium point of (55) and (56), the learning sequence \( C(k) \) and \( D(k) \) will never converge to it.

Assume that \( y(k) \) is the recovered signal, which is spatially mutually independent and temporarily i.i.d. We will prove that \( y(k) \) is a locally stable equilibrium point of the learning algorithm (68) and (69) under certain conditions on the source signals.

Consider the average version of the learning algorithm

\[ \Delta X_1(k) = \eta F_1(X) \] (72)
\[ \Delta X_2(k) = \eta F_2(X) \] (73)

where

\[ X = [X_1, X_2], \quad F_1(X) = -E[\varphi(y(k))x^T(k)], \]
and \( F_2(X) = I - E[\varphi(y(k))y^T(k)] \). Taking a small variation at the equilibrium point, we have

\[ \Delta \delta X_1(k) = \eta \left( \frac{\partial F_1}{\partial X_1} \delta X_1 + \frac{\partial F_1}{\partial X_2} \delta X_2 \right) \] (74)
\[ \Delta \delta X_2(k) = \eta \left( \frac{\partial F_2}{\partial X_1} \delta X_1 + \frac{\partial F_2}{\partial X_2} \delta X_2 \right) \] (75)

This shows that only when all the eigenvalues of the matrix

\[ \frac{\partial F_1}{\partial X_1} \frac{\partial F_1}{\partial X_2} \frac{\partial F_1}{\partial X_2} \frac{\partial F_2}{\partial X_1} \frac{\partial F_2}{\partial X_2} \] (76)

have negative real parts, the derived equilibrium point is asymptotically stable. In fact, it becomes much easier to analyze the stability by using the variation instead of derivatives in this case. From the definition of \( X_1 \) and \( X_2 \), we have

\[ \delta y(k) = \delta X_1 x(k) + \delta X_2 y(k) \] (77)

Consider the following variation

\[ \delta E \left[ \varphi(y(k))x^T(k) \right] = \varphi'(y(k)) \delta y(k)x(k)^T \] (78)

Using the i.i.d. property of \( y(k) \) and (78), we derive the variational equation of \( X_1 \)

\[ \Delta \delta X_1,ij = -\eta E \left[ \left( \varphi'(y_i(k)) \sum_{p=1}^N \delta X_{1,ip}x_p x_j \right) \right] \] (79)

for \( i = 1, \ldots, n, \quad j = 1, \ldots, N \), or write it in a compact form

\[ \Delta \delta X_{1,i} = -\eta E \left[ \varphi(y_i) \right] E[x x^T] \delta X_{1,i} \] (80)

for \( i = 1, \ldots, n \), where \( X_{1,i} \) is the vector of the \( i \)-th row of matrix \( X_1 \). We can easily derive the stability conditions for (80). If \( E \left[ \varphi(y_i) \right] > 0 \) and \( E[x x^T] \) is positive definite, the matrix

\[ -\eta E \left[ \varphi(y_i) \right] E[x x^T] \] is a negative definite matrix; therefore, all the eigenvalues of the matrix are negative.

Following a similar procedure in deriving (80), we derive the variational equation of \( X_2 \)

\[ \Delta \delta X_2 = -\eta E \left[ diag(\varphi'(y)) \delta X_2 y y^T \right] \] (81)

where \( diag(\varphi'(y)) \) is the diagonal matrix of vector \( \varphi'(y) \). For simplicity we omit the discrete time index \( k \) in the above equation. The equation (81) can be rewritten into a two-dimensional subsystem with a self-closed form. We take the following notation

\[ \sigma_i^2 = E[y_i^2] \] (82)
\[ \kappa_i = E[\varphi(y_i)] \] (83)
\[ m_i = E[y_i^2 \varphi(y_i)] \] (84)
where $\varphi_i = \frac{d\varphi}{dy_i}$. Using the normalization condition (60) and the spatially mutual independence of $y$, we simplify (81) to the following component form

$$\Delta \delta X_{2,ij} = -\eta \left( \kappa_i \sigma_j^2 \delta X_{2,ij} + \delta X_{2,ji} \right) \quad (85)$$
$$\Delta \delta X_{2,ji} = -\eta \left( \kappa_j \sigma_i^2 \delta X_{2,ji} + \delta X_{2,ij} \right) \quad (86)$$

for $i \neq j$, and $i, j = 1, \ldots, n$. Similarly, we derive the variational equations for the diagonal elements

$$\Delta \delta X_{2,ii} = -\eta (m_i + 1) \delta X_{2,ii}. \quad (87)$$

Then the stability conditions for (85)-(87) are summarized as

$$m_i + 1 > 0, \text{ for } i = 1, \ldots, n \quad (88)$$
$$\kappa_i > 0, \text{ for } i = 1, \ldots, n \quad (89)$$
$$\kappa_i \kappa_j \sigma_i^2 \sigma_j^2 > 1, \text{ for } i, j = 1, \ldots, n \quad (90)$$

which have similar form to the one given by Amari et al [54]. In summary we have the following theorem

**Theorem 2** If the covariance matrix $E[xx^T]$ is positive definite and the conditions (88)-(90) are satisfied, the true solution is the asymptotically stable equilibrium point of the learning algorithm.

If the mixing system is linear, the condition that the covariance matrix $E(xx^T)$ is positive definite can be further simplified. From the mixing model we have

$$x(k) = \sum_{p=1}^{\infty} A^{p-1} By(k - p) \quad (91)$$

Using expression (91) and the i.i.d. property of $y(k)$, we have

$$E[xx^T] = \sum_{p=1}^{\infty} \Psi_p \text{diag}(\sigma_1^2, \ldots, \sigma_n^2) \Psi_p^T \quad (92)$$

where $\Psi_p = \tilde{A}^{p-1} \tilde{B}$. If the mixing system is controllable, then the matrix

$$[\Psi_1 \ \Psi_2 \ \cdots \ \Psi_N] \quad (93)$$

is of full rank and the covariance matrix $E[xx^T]$ is positive definite.

### 7. Information Backpropagation

In order to develop a learning algorithm for matrices $A$ and $B$, we use the information backpropagation approach. Combining (39) and (41), we express the gradient of $l(y, W)$ with respect to $x(k)$ as

$$\frac{\partial l(y, W)}{\partial x(k)} = C^T \varphi(y(k)) \quad (94)$$

Therefore, we can calculate the derivative of $l(y, W)$ with respect to $A$ and $B$ as

$$\frac{\partial l(y, W)}{\partial A} = \sum_{l=1}^{N} \frac{\partial l(y, W)}{\partial x_l(k)} \frac{\partial x_l(k)}{\partial A} \quad (95)$$
$$\frac{\partial l(y, W)}{\partial B} = \sum_{l=1}^{N} \frac{\partial l(y, W)}{\partial x_l(k)} \frac{\partial x_l(k)}{\partial B} \quad (96)$$

where $\frac{\partial x_l(k)}{\partial A}$ and $\frac{\partial x_l(k)}{\partial B}$ are obtained by the following on-line iterations

$$\frac{\partial x_l(k+1)}{\partial a_{ij}} = \sum_{p=1}^{N} a_{lp} \frac{\partial x_p(k)}{\partial a_{ij}} + \delta_{li} x_j(k) \quad (97)$$
$$\frac{\partial x_l(k+1)}{\partial b_{iq}} = \sum_{p=1}^{N} a_{lp} \frac{\partial x_p(k)}{\partial b_{iq}} + \delta_{li} u_q(k) \quad (98)$$

for $l, i, j = 1, \ldots, N$ and $q = 1, \ldots, n$, where $\delta_{li}$ is the Kronecker delta function. The minimization of the loss function (37) by the gradient descent method deduces a mutual information backpropagation learning algorithm as follows

$$\Delta a_{ij}(k) = -\eta(k) \varphi(y(k))^T \sum_{l=1}^{N} C_l \frac{\partial x_l(k)}{\partial a_{ij}} \quad (99)$$
$$\Delta b_{iq}(k) = -\eta(k) \varphi(y(k))^T \sum_{l=1}^{N} C_l \frac{\partial x_l(k)}{\partial b_{iq}} \quad (100)$$

for $i, j = 1, \ldots, N$ and $q = 1, \ldots, n$, where $\eta(k)$ is a learning rate and $C_l$ is the $l$-th column vector of matrix $C$.

Since matrices $A$ and $B$ are quite sparse in the canonical forms, we do not need to update all elements in the matrices. Here we elaborate the learning algorithm for the controller canonical form. In the controller canonical form, the matrix $B$ is a constant matrix, and only the first $n$ rows of matrix $A$ are variable parameters. Denote the
vector of l-row of matrix A by \( a_l, l = 1, \ldots, N \),
and define
\[
\frac{\partial x(k)}{\partial a_l} = \left( \frac{\partial x_i(k)}{\partial a_{ij}} \right)_{N \times N} \quad (101)
\]
The derivative matrix \( \frac{\partial x(k)}{\partial a_l} \) can be calculated by the following iteration
\[
\frac{\partial x(k + 1)}{\partial a_l} = A \frac{\partial x(k)}{\partial a_l} + \Phi_l(k) \quad (102)
\]
where \( \Phi_l(k) = (\delta_l x_j(k))_{N \times N} \). Substituting the above representation into (99) and (100), we have the following learning rule for \( a_l \),
\[
\Delta a_l = -\eta(k) \varphi(y(k))^{T} C \frac{\partial x(k)}{\partial a_l} \quad (103)
\]
The learning algorithm updates the internal parameters of the dynamical system on-line. The dynamical system (97) and (98) is the variational system of the demixing model with respect to A and B. The purpose of the system is to estimate on-line the derivatives of \( x(k) \) with respect to A and B. It should be noted that we must choose very carefully the initial value of the matrices A and B in numerical implementation. If a suitable initial value is not chosen, the demixing system or its variational system becomes unstable. The stability is the common problem in dynamical system identification. One solution is to formulate the demixing model in the Lyapunov balanced canonical form [37].

8. State Estimator – The Kalman Filter

There is a drawback in training A and B using the information backpropagation algorithm (99) and (100). It may suffer from instability of the systems, i.e. the eigenvalues of matrix A may be located outside of the unit cycle during learning. In order to overcome the problem, we employ the Kalman filter to estimate the state of the system. From output equation (11), it is observed that if we can accurately estimate the state vector \( x(k) \) of the system, then we can separate mixed signals using the learning algorithm (55) and (56).

8.1 Kalman Filter

The Kalman filter is a powerful approach for estimating the state vector in state-space models.

The function of the Kalman filter is to generate on-line the state estimate of the state \( x(k) \). The Kalman filter dynamics are given as follows
\[
x(k + 1) = Ax(k) + Bu(k) + Kr(k) + \xi_R(k) \quad (104)
\]
where \( K \) is the Kalman filter gain matrix, and \( r(k) \) is called the innovation or residual which measures the error between the measured (or expected) output \( y(k) \) and the predicted output \( Cx(k) + Du(k) \). There are a variety of algorithms with which to update the Kalman filter gain matrix \( K \) as well as the state \( x(k) \); refer to [36] and [39] for more details.

However, in the blind deconvolution problem there exists no explicit residual \( r(k) \) to estimate state vector \( x(k) \) because the expected output \( y(t) \) here means the source signals, and we cannot measure the source signals. In order to solve the problem, we present a new concept called hidden innovation in order to implement the Kalman filter in the blind deconvolution case. Since updating matrices C and D will produce an innovation in each learning step, we introduce a hidden innovation as follows
\[
r(k) = \Delta y(k) = \Delta Cx(k) + \Delta Du(k) \quad (105)
\]
where \( \Delta C = C(k + 1) - C(k) \) and \( \Delta D = D(k + 1) - D(k) \). The hidden innovation presents the adjusting direction of the output of the demixing system and is used to generate an a posteriori state estimate. Once we define the hidden innovation, we can employ the commonly used Kalman filter to estimate the state vector \( x(k) \), as well as to update the Kalman gain matrix \( K \). The updating rule in this paper is described as follows:

1. Compute the Kalman gain
\[
K_k = P_k C_k (C_k P_k C_k^T + R_k)^{-1}
\]
2. Update estimate with hidden innovation
\[
x_k = x_k + K_k r(k)
\]
3. Update the error covariance
\[
\hat{P}_k = (I - K_k C_k) P_k
\]
4. Evaluate the state vector ahead
\[
x_{k+1} = A_k x_k + B_k u_k
(5) evaluate the error covariance ahead
\[ P_{k+1} = A_k \hat{P}_k A_k^T + Q_k \]
where \( Q_k \) and \( R_k \) are the covariance matrices of the noise vector \( \xi_k \) and output measurement noise \( \nu_k \), respectively.

The theoretic problems such as convergence and stability remain to be analyzed. Simulation experiments show that the algorithm, based on the Kalman filter, can separate the convolved signals very well.

9. Two-stage Separation Algorithm

In this section we present a novel two-stage separation algorithm for state-space models. In this approach we decompose the separation problem into the following two stages. First we separate the mixed signals in the following sense
\[ \mathbf{W}(z) \mathbf{H}(z) = \mathbf{P} \mathbf{Q}(z) \]  
(106)
where \( \mathbf{Q}(z) = \text{diag}(q_1(z), \ldots, q_n(z)) \) is a diagonal matrix with polynomials of \( z^{-1} \) in its diagonal entity. At this stage the output signals are mutually independent but in single channel convolution. Therefore, we need only to apply single channel equalization methods, such as the natural gradient approach or Bussgang methods, to obtain the temporally i.i.d. recovered signals.

The question here is whether matrices \( \{ \mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D} \} \) exist in the demixing model (10) and (11), such that its transfer function \( \mathbf{W}(z) \) satisfies (106). The answer is affirmative. Suppose that there is an inverse filter \( \mathbf{W}_0(z) \) of \( \mathbf{H}(z) \) in the sense of (10). Since \( \mathbf{W}_0(z) \) is a rational polynomial of \( z^{-1} \), we know that there is a state-space realization \( \{ \mathbf{A}_0, \mathbf{B}_0, \mathbf{C}_0, \mathbf{D}_0 \} \) of \( \mathbf{W}_0(z) \). Then we rewrite \( \mathbf{W}_0(z) \) into following form
\[ \mathbf{W}_0(z) = \mathbf{D}_0 + \mathbf{C}_0(z \mathbf{I} - \mathbf{A}_0)^{-1} \mathbf{B}_0 \]
\[ = \sum_{i=0}^{N} \mathbf{P}_i z^{-i} / q(z^{-1}) \]  
(107)
We can construct a linear system with transfer function \( \sum_{i=0}^{N} \mathbf{P}_i z^{-i} \) as follows
\[
\begin{align*}
\mathbf{A} &= \begin{bmatrix} \mathbf{C}^T & \mathbf{O}_n \\ \mathbf{I}_{n(N-1)} & \mathbf{O} \end{bmatrix}, \\
\mathbf{B} &= \begin{bmatrix} \mathbf{I}_n \\ \mathbf{O} \end{bmatrix} \\
\mathbf{C} &= \{ \mathbf{P}_1, \mathbf{P}_2, \ldots, \mathbf{P}_n \}, \\
\mathbf{D} &= \mathbf{P}_0
\end{align*}
\]  
(108)
where \( \mathbf{I}_{n(N-1)} \) is an \( n(N-1) \times n(N-1) \) identity matrix, \( \mathbf{O}_n \) are an \( n \times n \) zero matrix, and \( \mathbf{O} \) is an \( n(N-1) \times n \) zero matrix. Then we deduce that \( \mathbf{W}(z) = \mathbf{D} + \mathbf{C}(z \mathbf{I} - \mathbf{A})^{-1} \mathbf{B} = \mathbf{W}_0(z)q(z^{-1}) \). Thus we have
\[ \mathbf{W}(z) \mathbf{H}(z) = \mathbf{P} \mathbf{A}(z)q(z^{-1}) = \mathbf{P} \mathbf{Q}(z) \]  
(110)
where \( \mathbf{Q}(z) \) is a diagonal matrix with polynomials of \( z^{-1} \) in its diagonal entities. It is easily seen that both \( \mathbf{A} \) and \( \mathbf{B} \) are constant matrices. Therefore, we have only to develop a learning algorithm to update \( \mathbf{C} \) and \( \mathbf{D} \) so as to obtain the separated signals in the sense of (106).

On the other hand, we know that if the matrix \( \mathbf{D} \) in the mixing model satisfies \( \text{rank}(\mathbf{D}) = n \), then there exist matrices \( \{ \mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D} \} \), such that the output signal \( \mathbf{y} \) of state-space system (10) and (11) recovers the independent source signals in the sense of (106). Therefore, we have the following theorem:

**Theorem 3** If the matrix \( \mathbf{D} \) in the mixing model satisfies \( \text{rank}(\mathbf{D}) = n \), then for given specific matrices \( \mathbf{A} \) and \( \mathbf{B} \) as (108), there exist matrices \( \{ \mathbf{C}, \mathbf{D} \} \), such that the transfer matrix \( \mathbf{W}(z) \) of the system (10) and (11) meets equation (106).

The two-stage blind deconvolution is realized in the following way: first we give the matrices \( \mathbf{A} \) and \( \mathbf{B} \) of the state equation in the form (108), and then employ the natural gradient algorithm to update \( \mathbf{C} \) and \( \mathbf{D} \). We intend to make the output of the demixing model as spatially mutually independent as possible. After the first stage the outcome signals are in the following form
\[ \hat{y}_i(k) = q(z)s_i(k), \text{ for } i = 1, \ldots, n \]  
(111)
Then we employ the natural gradient algorithm for double finite FIR filter, to remove the convolved signals. From computer simulations we see that the two-stage approach can also recover the source signals mixed by a non-minimum phase system.

10. Learning Algorithm for Nonlinear Models

In this section we employ the mutual information backpropagation approach to train the
neural network in the demixing model. The mutual information backpropagation is based on the real-time recurrent learning. The algorithm adjusts the synaptic weights of a fully connected recurrent network in real time [60]. In this paper we extend the real-time recurrent learning to the generalized blind deconvolution case.

Consider the demixing model in the following form

\[ x(k + 1) = F_N(x(k), u(k), \Theta) \]  
\[ y(k) = Cx(k) + Du(k) \]

where \( F_N(x(k), u(k), \Theta) \) is a certain neural network and \( \Theta \) is the training parameters of the network.

Following the same derivation for (55) and (56), we have

\[ dl(y, W) = -tr(dD^{-1}) + \varphi^T(y)dy \]

Taking a differential of \( y \) in equation (112), we have the following relation

\[ dy = dCx(k) + dDu(k) + Cd(x(k) \]

If we introduce a new search direction as in (49) and (50), we can derive a learning algorithm for \( C \) and \( D \), which is the same as (55) and (56).

The updating rule for the parameters \( \Theta \) is to use the information backpropagation technique. From (114) and (115), we derive the derivative

\[ \frac{\partial l(y, W)}{\partial \Theta} = \frac{\partial l(y, W)}{\partial x(k)} \frac{\partial x(k)}{\partial \Theta} \]

where \( \frac{\partial x(k)}{\partial \Theta} \) is recurrently calculated by

\[ \frac{\partial x(k + 1)}{\partial \Theta} = \frac{\partial F(k)}{\partial x(k)} \frac{\partial x(k)}{\partial \Theta} + \frac{\partial F(k)}{\partial \Theta} \]

where \( F(k) = F_N(x(k), u(k), \Theta) \). The above two equations are only written formally; the precise representation should be in tensor format. The recurrent equation (117) estimates the derivative of state vector \( x(k) \) with respect to the synaptic weights \( \Theta \) of the neural network. Using the gradient descent approach, we derive the updating rule for \( \Theta \)

\[ \Delta \Theta = -\eta \varphi'(y(k))^T C \frac{\partial x(k)}{\partial \Theta} \]

where \( \eta \) is a learning rate.

In order to give an explicit form to the information backpropagation algorithm, one must employ a neural network with general approximation to approximate the nonlinear mapping \( F_N(x(k), u(k), \Theta) \). There are a number of neural networks suitable for this purpose, such as the Support Vector Machine, the Radial Based Functions and Multiplayer Perceptrons. In this paper we use the Support Vector Machine (SVM) and derive the explicit learning algorithm for training the neural network. A Support Vector Machine for function approximation and pattern recognition utilizes a kernel function to map the data to a Hilbert space, in which the problem becomes linear. The SVM for function approximation is of the following form

\[ F_N(z) = \sum_{p=1}^{L} V_p K(z, z_p) + b \]

where \( z = [x^T, u^T]^T, z_p \in \mathbb{R}^{n+n}, b \in \mathbb{R}^n, \) and \( V_p = (v_{p,ij}) \in \mathbb{R}^{n \times (n+n)} \). The vector elements \( z_p \), weights \( V_p \) and \( b \) are parameters that are to be determined by the learning process, and the kernel \( K(z, z_p) \) is usually chosen in advance, which satisfies Mercer’s condition. Refer to [61] for detailed information about the SVM and the kernel function. The recurrent equations for the parameters \( V_p, z_p \) and \( b \) are expressed by

\[ \frac{\partial x(k + 1)}{\partial v_{p,ij}} = \frac{\partial F_N(k)}{\partial x(k)} \frac{\partial x(k)}{\partial v_{p,ij}} + \textbf{I}_ij K_p \]

\[ \frac{\partial x(k + 1)}{\partial z_{p,i}} = \frac{\partial F_N(k)}{\partial x(k)} \frac{\partial x(k)}{\partial z_{p,i}} + V_p \frac{\partial K_p}{\partial z_{p,i}} \]

\[ \frac{\partial x(k + 1)}{\partial b_i} = \frac{\partial F_N(k)}{\partial x(k)} \frac{\partial x(k)}{\partial b_i} + \textbf{I}_i \]

where \( \frac{\partial F_N(k)}{\partial x(k)} = \sum_{p=1}^{L} V_p \frac{\partial K(z, z_p)}{\partial x(k)} \), \( K_p = K(z, z_p) \), and \( I_{ij} \) is an \( N \times (N+n) \)-matrix with all zero elements except the \( (i,j) \)-th element equal to \( 1 \). \( I_i \) is a \( N \)-dimensional vector with all zero elements except the \( i \)-element equal to \( 1 \). Therefore, the updating rule for \( V_p, z_p \) and \( b \) in the SVM is

\[ \Delta v_{p,ij} = -\eta \varphi'(y(k))^T C \frac{\partial x(k)}{\partial v_{p,ij}} \]

\[ \Delta z_{p,i} = -\eta \varphi'(y(k))^T C \frac{\partial x(k)}{\partial z_{p,i}} \]

\[ \Delta b_i = -\eta \varphi'(y(k))^T C \frac{\partial x(k)}{\partial b_i} \]
Because of the approximation of nonlinear function by SVM, it unavoidably produces a model bias, which leads to a model error. In order to compensate for the model bias, we can also introduce the state estimator—Extended Kalman Filter approach to estimate the state vector of the demixing model. A detailed analysis of the Extended Kalman Filter for blind deconvolution will be presented in a separate paper.

11. Computer Simulations

In this section we present a number of computer simulations to demonstrate the validity and effectiveness of the natural gradient algorithm, the information backpropagation algorithm and the Kalman filter for blind deconvolution. Comparisons between several basic separation algorithms are also given.

To evaluate the performance of the proposed learning algorithms, we employ the multichannel intersymbol interference [33], denoted by $M_{ISI}$, as a criteria,

$$M_{ISI} = \sum_{i=1}^{n} \left[ \sum_{j} \frac{\max_{p,j} G_{pij}}{\max_{p,j} |G_{pij}|} \right] - \sum_{j=1}^{n} \left[ \sum_{i} \frac{\max_{p,i} G_{pji}}{\max_{p,i} |G_{pji}|} \right]$$

(126)

It is easy to show that $M_{ISI} = 0$ if and only if $G(z)$ is of the form (36). In order to avoid the effect of a single numerical trial on evaluating the performance of algorithms, we use the ensemble average approach, that is, in each trial we obtain a time sequence of $M_{ISI}$, and then we take average of the $ISI$ performance to evaluate the performance of algorithms.

The learning rate is another important factor in implementing the natural gradient algorithm. The strategy in this paper is to update the learning rate by $\eta(k+1) = \max\{0.9\eta(k), 10^{-4}\}$; for each 200 iterations, the initial value $\eta(0) = 10^{-2}$.

11.1 The Natural Gradient Algorithm vs. the Ordinary Gradient Algorithm

A large number of computer simulations have been performed to compare the learning performance of the natural gradient algorithm (55) and (56) with the ordinary gradient algorithm (44) and (45). In this group of simulations, we assume that the internal parameters in the demixing model are predetermined and represented in the controller canonical form (14).

The mixing model used for computer simulations is the multichannel ARMA model

$$u(k) + \sum_{i=1}^{N} A_i u(k-i) = \sum_{i=0}^{N} B_i s(k-i) + v(k)$$

(127)

where $u, s$ and $v \in \mathbb{R}^3$. The matrices $A_i \in \mathbb{R}^{3 \times 3}$ and $B_i \in \mathbb{R}^{3 \times 3}$ are randomly chosen such that the mixing system is stable and minimum phase. The source signals $s$ are randomly generated i.i.d signals uniformly distributed in the range (-1,1), and $v$ are the Gaussian noises with zero mean and a covariance matrix 0.1$I$. The nonlinear activation function is chosen to be $\varphi_i(y_i) = y_i^3$ for any $i$.

Example 1. We employ an AR model of order $N = 10$ as a mixing system, which can be exactly inverted by a FIR filter. A large number of simulations show that the natural gradient learning algorithm can easily and quickly recover source signals in the sense of $W(z)H(z) = PA$.

Figure 2 illustrates 100 trial ensemble average $M_{ISI}$ performances of the natural gradient learning algorithm and the ordinary gradient learning algorithm. It is observed that the natural gradient algorithm usually needs less than 3000 iterations to obtain satisfactory results, while the ordinary gradient algorithm needs more than 2000 iterations to obtain satisfactory results, since there is a long plateau in the ordinary gradient learning.

11.2 Information Backpropagation

In the previous subsection we assumed that the internal parameters are designed as fixed matrices. However, in many practical applications, we need to train both the internal parameters and external parameters. If we know nothing about the demixing model, a general solution is to choose an initial value for $A$ and $B$ in the controller canonical form, then use the information backpropagation to update the internal parameters during training.

Example 2. We assume that the mixing system is an ARMA model of order 10, which is stable and minimum phase. The transfer function
of the mixing system is plotted in Fig. 3. The demixing system is chosen to be a state space system of order 40, and the initial values for \( A \) and \( B \) are in the form \((108)\). From the simulation we see that if we do not update \( A \) and \( B \), the outcome of the recovered signal cannot be perfect. After training \( A \) by using algorithm \((103)\), we can recover source signals quite well. Fig. 4 plots the global transfer function \( G(z) = W(z)H(z) \) up to order 60.

From computer simulations we see that the overestimation of system order \( N \) essentially do not affect the outcome of the learning algorithm, but it only increases the computing cost.

### 11.3 Kalman filter implementation

Because the approximation of internal parameters will unavoidably produce a model bias, we employ the Kalman filter to compensate for the model bias and reduce the effect of noise. Several numerical simulations have been performed to demonstrate the performance of the Kalman filter. Here we give only one illustrative example.

**Example 3.** The transfer function of the mixing system is plotted in Fig. 5. It is assumed to be unknown for the algorithm.

Assume that source signals are i.i.d quadrature amplitude modulated (QAM). The Gaussian noise represented by \( \mathbf{v} \) was zero mean with a covariance matrix \( 0.1 \mathbf{I} \). The initial values for matrices \( A \) and \( B \) in the state equation are chosen to be ones in canonical controller form and the initial value for matrix \( C \) is set to a zero matrix or given randomly in the range \((-1,1)\), and \( D = \mathbf{I}_3 \in \mathbb{R}^{3\times 3} \).

We use the natural gradient algorithm (GD) to train the output matrices \( C \) and \( D \), use the information backpropagation (IB) algorithm \((103)\) to estimate the state matrix \( A \) and employ the Kalman filter (KF) to estimate the state vector \( \mathbf{x}(k) \) of the system as well. Figures 6 and 7 show the sensor signal constellation, output constellation of demixing system by using the natural gradient algorithm, information backpropagation and Kalman filter, respectively.

It is worth noting that the output signals con-
developed by minimizing the suitable cost function, which is derived from mutual information of output signals. The information backpropagation approach technique is developed for training the internal parameters as an alternative method. An state estimator based on the Kalman filter is also presented in order to amend the model bias and reduce the effect of noise. Finally we give suggestions for how to extend the information backpropagation to the nonlinear case. Computer simulations are given to demonstrate the validity and effectiveness of the state-space approach.

13. Appendix

13.1 Inverse of Linear State Space Model

Suppose that $\mathbf{D}$ satisfies $\text{rank}(\mathbf{D}) = n$, and $\mathbf{D}^\dagger$ is the generalized inverse of $\mathbf{D}$, in the sense of a Penrose generalized pseudo-inverse. Let

$$
\mathbf{D} = \mathbf{D}^\dagger, \quad \mathbf{A} = \mathbf{A} = \mathbf{B}\mathbf{C}
$$

then the global system can be described as

$$
\mathbf{G}(z) = \mathbf{W}(z)\mathbf{H}(z) = \mathbf{I}
$$

The state transform does not change the transfer functions, for any nonsingular transform $\mathbf{T}$, if the following relation holds

$$
\begin{align*}
\mathbf{A} &= \mathbf{T}^T(\mathbf{A} - \mathbf{B}\mathbf{D}^\dagger\mathbf{C})\mathbf{T}^{-1} \\
\mathbf{B} &= \mathbf{TBD}^\dagger \\
\mathbf{C} &= -\mathbf{D}^\dagger\mathbf{C}\mathbf{T}^{-1} \\
\mathbf{D} &= \mathbf{D}^\dagger
\end{align*}
$$

Therefore, source signals can be recovered by linear state space demixing model (10) and (11).

13.2 Derivation of Cost Function

We consider $n$ observations $\{u_i(k)\}$ and $n$ output signals $\{y_i(k)\}$ with length $L$.

$$
\begin{align*}
\mathbf{U}(k) &= [\mathbf{u}^T(1), \mathbf{u}^T(2), \ldots, \mathbf{u}^T(L)]^T \\
\mathbf{Y}(k) &= [\mathbf{y}^T(1), \mathbf{y}^T(2), \ldots, \mathbf{y}^T(L)]^T
\end{align*}
$$

where $\mathbf{u}(k) = [u_1(k), \ldots, u_n(k)]^T$ and $\mathbf{y}(k) = [y_1(k), \ldots, y_n(k)]$. The task of blind deconvolution is to train a state space demixing model such as:

![Fig. 5 The coefficients of $\mathbf{H}(z)$ of the mixing system for Example 3](image)

![Fig. 6 Sensor signal constellation for Example 3](image)

![Fig. 7 Output constellation for Example 3](image)
that the joint probability density of $\mathcal{Y}$ is factorized as follows:

$$p(\mathcal{Y}) = \prod_{i=1}^{n} \prod_{k=1}^{L} p_i(y_i(k))$$  \hspace{1cm} (129)$$

where $\{p_i(\cdot)\}$ is the probability density of source signals. In order to measure the mutual independence of output signals, we employ the Kullback-Leibler divergence as a criterion, which is an asymmetric measure of distance between two different probability distributions,

$$KL(\mathcal{W}(z)) = \frac{1}{L} \int p(\mathcal{Y}) \log \frac{p(\mathcal{Y})}{\prod_{i=1}^{n} \prod_{k=1}^{L} q_i(y_i(k))}$$  \hspace{1cm} (130)$$

where we replace $p_i(\cdot)$ by certain approximate density functions $q_i(\cdot)$ for estimated sources, since we do not know the true probability distributions $p_i(\cdot)$ of original source signals.

Provided that initial conditions are set to $x(1) = 0$, we have the following relation

$$\mathcal{Y} = \mathcal{W} \mathcal{U}$$  \hspace{1cm} (131)$$

where $\mathcal{W}$ is given by

$$W = \begin{bmatrix} H_0 & 0 & \cdots & 0 & 0 \\ H_1 & H_0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ H_{L-2} & H_{L-3} & \cdots & H_0 & 0 \\ H_{L-1} & H_{L-2} & \cdots & H_1 & H_0 \end{bmatrix}$$  \hspace{1cm} (132)$$

where $H_i$ for $i = 0,1,\ldots$ are the Markov parameters defined by $H_0 = D$, $H_i = CA^i - B$, $i = 0,1,\ldots$. According to the property of the probability density function, we derive the following relation between $p(\mathcal{U})$ and $p(\mathcal{Y})$:

$$p(\mathcal{Y}) = \frac{p(\mathcal{U})}{\det H_0^L}$$  \hspace{1cm} (133)$$

Using the relation (130), we derive the cost function $l(\mathcal{W}(z))$ as follows

$$l(\mathcal{W}(z)) = - \log \left| \det H_0 \right| - \sum_{i=1}^{n} \sum_{k=1}^{L} \log q_i(y_i(k))$$  \hspace{1cm} (134)$$

Note that $p(\mathcal{U})$ was not included in (134) because it does not depend on the set of parameters $\{\mathcal{W}\}$.
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