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Abstract. Prediction of protein subcellular location is an important issue in com-
putational biology because it provides important clues for characterization of
protein function. Currently, much effort has been dedicated to developing au-
tomatic prediction tools. However, most of them focus on mono-locational pro-
teins. It should be noted that many proteins bear multi-locational characteristics,
and they carry out crucial functions in biological processes. This work aims to
develop a general pattern classifier for predicting multiple subcellular locations
of proteins. We used an ensemble classifier, called min-max modular support vec-
tor machine (MS—SVM), to solve protein subcellular multi-localization problem,
and proposed a task decomposition method based on gene ontology (GO) se-
mantic information for the M®-SVM. We applied our method to a high-quality
multi-locational protein data set. The M3-SVMs showed better performance than
traditional SVMs using the same feature vectors. And the GO decomposition
also helped improve the prediction accuracy with more stable performance than
random decomposition.

1 Introduction

Identification of subcellular location is an important goal of protein bioinformatics.
It can provide information helpful for understanding protein function, regulation and
protein-protein interaction. And efficient computational tools can save costly and labo-
rious wet-lab experiments. Therefore, prediction of protein subcellular localization has
been an active research topic in bioinformatics in the last decade.

To develop automatic tools for subcellular localization, machine learning methods,
such as neural networks [1], hidden Markov models (HMMs) [2] and support vector
machines (SVMs) [3], have been widely used, thanks to the abundance of proteins with
known locations in the public databases. The extracted features used in these classifiers
fall into two types: sequence-based and annotation-based. Sequence-based methods use
single-residue composition, dimer, trimer composition, or represent sequences as con-
densed feature vectors using pseudo-amino acid composition [4], signal-processing and
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text processing techniques [S]]. In addition, N-terminal signals are very effective in iden-
tifying mitochondrial, chloroplast, and secretory pathway proteins. But sometimes the
leading sequences of the test proteins are missing, and for many locations, no obvious
sorting signal could be detected. As annotation becomes more abundant, many studies
use annotation-based methods, including motifs, function domains, or gene ontology
(GO) [6] to improve the prediction accuracy.

Most of these studies focus on mono-locational proteins, i.e., they assume that pro-
teins may exist in only one cellular compartment. This is not always the case. Many
proteins are multi-locational. They may translocate into different compartments, or se-
cret out of the cell. In most of the previous prediction systems, such proteins were dis-
carded or treated like mono-locational ones. Cai and Chou [7] dealt with such proteins
in budding yeast by unfolding the multi-label data. For example, a tri-localized pro-
tein would be unfolded into three distinct samples with different labels, and predicted
respectively. In essence, their method treats the multi-locational proteins like single-
locational ones. Certain strategies and evaluation measures are needed to deal with the
multi-locational cases. In our previous studies [8l9]], we collected the multi-locational
proteins from Swiss-Prot [10]. However, the annotations on subcellular localization are
incomplete for many entries. According to our statistics, around 10% proteins in Swiss-
Prot are annotated with more than one location. Recently, Zhang et al. [11]] published a
high-quality database of proteins with multiple subcellular locations, called DBMLoc.
Given this database, the performance of predictors for multi-locational proteins can be
estimated more fairly.

Moreover, the subcellular localization prediction is usually an imbalanced classifi-
cation problem. The numbers of proteins located in different compartments vary sig-
nificantly, i.e., the class distribution is uneven. For example, proteins in cytoplasm,
membrane and nucleus are much more numerous than those in other locations. A num-
ber of approaches have been proposed to address the class imbalance problem. Over-
sampling and undersampling are two typical methods [12]. Oversampling approach
duplicates data from the minority class, and undersampling approach eliminates data
from the majority class. Both methods aim to re-balance the classes. Obviously,
oversampling increases the complexity of classification problem, while undersampling
results in information loss. Although SVMs make the decision boundary based on
support vectors rather than all data samples, it still can not work well in class im-
balance problems because of the imbalanced support vector ratio and weakness of
soft-margins [[13014].

In this paper, we used a min-max modular support vector machine (M3-SVM) to
predict protein subcellular multi-localization. The classifier is an ensemble of support
vector machines (SVMs) [15]]. It is suited for imbalanced classification problems. It
decomposes the original problem into relatively balanced subproblems to eliminate the
skew of decision boundary. The subproblems are integrated by minimization and max-
imization principles in the ensemble classifier.

How to decompose the data set of a class for an M?3-classifier has not been per-
fectly solved so far. The random decomposition is the most straightforward way, which
divides the majority and minority classes randomly into nearly equal sizes. But it can-
not ensure stable performance. In this paper, we propose a new decomposition method
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based on biological domain knowledge, i.e., GO annotation. We noticed that for many
pattern classification problems, the training data are organized by some prior knowl-
edge, which could be useful clues for the modular methods. Here, we calculated the
semantic similarity of GO terms, used the similarity to cluster proteins and partitioned
training data for the proposed ensemble classifier.

In addition, to obtain good classification performance, we developed a new feature
extraction method that combines multiple knowledge sources, including amino acid
composition, secondary structure, and solvent accessibility. All of these features are
believed to be closely correlated with protein subcellular localization.

The proposed method was evaluated on the data set, DBMLoc [[11]]. The M3-SVMs
showed better performance than traditional SVMs using the same feature vectors. We
also compared GO decomposition and random decomposition, and found that GO
decomposition helped improve the prediction accuracy.

2 Methods

In this paper, we propose a modular classifier, min-max modular support vector machine
(M3-SVM) [[16l17], which is an ensemble of SVMs. Each SVM classifier is trained on
a subset of the original data set. When a test sample comes, each trained SVM outputs
a classification result. Then all of the outputs are integrated to get a final solution to the
original problem according to two module combination rules, namely the minimization
and the maximization principles.

For solving a large-scale and complex multi-label problem, our method consists of
three main steps: a) decompose the original problem into two-class problems; b) further
decompose the two-class problems which are difficult to be learned into a number of
relatively smaller and balanced two-class subproblems. ¢) combine all the submodules
into a hierarchical, parallel, and modular pattern classifier.

2.1 Classification of Multi-label Problems

The traditional method for solving multi-label task is to split the original problem into
a set of binary classification tasks using one-versus-rest decomposition strategy. For a
K -class multi-label problem, let 7 denote its training set:

T:{($m7tm)}£n:1’tm:{tfn}vk: L, Tins (D

where x,, € R™ is the mth sample in the data set, ¢,, is the label set of z,,, t’fn is the
kth label of x,,,, 7,,, denotes the total number of labels of z,,,, and L is the total number
of samples.
By decomposing a K-class multi-label problem 7 into K mono-label two-class
problems 7; for i = 1, ..., K, we have the training set of Z; as follows:
i Lf i Ly
7; = {($$7+1)}n;:1U{(‘Tma_]-)}mzla (2)
where L is the number of positive samples of the two-class problem 7;, and L] is the
number of negative samples. For 7;, positive samples are the samples whose label sets
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contain label 7, and negative samples are the remaining ones. Thus x,,, will appear 7,
times as positive training data, and (K — 7,,,) times as negative training data.

Each binary classifier decides whether or not a novel sample belongs to a particular
class. Obviously, each of the binary problems has the same size as the original problem.
The data distribution would become more imbalanced because of the one-versus-rest
strategy. For a complex and imbalanced binary classification problem, we can further
divide it into a number of relatively small and balanced two-class subproblems. Each
subproblem is solved by a SVM, and all the subproblems are combined using M I N
and M AX principles. The functions of M IN and M AX are to find the minimum and
maximum values of all the inputs, respectively.

For a two-class problem 7, its positive and negative training sets, 7, and 7, are
further decomposed into N, and N, subsets, where 1 < N;t < L and1 < N;” <
L.

Lt

Ti+j = {($;;,+1)}m':1,j = 17"'7Ni+7 3)

Zij = {(xv;v_l)}izl’j =1,.,N;, “4)

where L7 and L;7 are the numbers of samples in 7,7 and 7, 7, respectively. Each
two-class problem 7; is solved by an M? network shown in Fig. Il

According to the M IN and M AX principles [16], N;" M IN units and one M AX
unit are required to combine all the (N;" x N; ) modules. Each of the MIN units
combines N, modules. The final output is determined by the outputs of all modules.

This ensemble classifier has some advantages over other methods in dealing with
imbalanced problems. Compared with under-sampling method, it makes full use of the
training data without information loss. Compared with over-sampling methods, it does

MINM—:—

Fig. 1. Structure of M® network for a two-class problem 7;, which is divided into (N;” x N;7)
two-class subproblems
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not add to learning cost in each module, and speeds up the training process. The M I N
and M AX rules provide an effective ensemble principle to obtain a solution to the
original problem from the sub-problems, and they are easy to implement.

2.2 Task Decomposition

According to the one-versus-rest strategy, a K -class classification problem is decom-
posed into K two-class problems. Some of the two-class problems may have extremely
imbalanced distribution of the positive and negative classes. Moreover, some of the two-
class problems may be too large for fast learning. The most important advantage of the
M? model is that it can further divide the large and imbalanced two-class problems into
relatively smaller and more balanced subproblems.

Random partition is the simplest and most straightforward way. Given a specific
module size, when we choose samples randomly from the training set to build a mod-
ule, the samples may have no distribution relationship with each other. In such cases,
although the subproblem has a reduced data size, it may be still hard to solve, and have
complex decision boundary apt to overfit. Since the overall classification capability lies
on the performance of all the modules, the poor boundaries learned by some modules
would degrade prediction accuracy of the whole system. Therefore, the random parti-
tion can not obtain a stable performance.

Several decomposition strategies have been developed for M3 model, such as hyper-
plane decomposition [17] and equal clustering [[L8]. Hyperplane decomposition uses a
group of parallel hyperplanes to partition data into subsets. This method is fast and suit-
able for sparse data. Equal clustering (EC) works similarly to K -means clustering. The
only difference is that EC pays more attention to load balance for the seek of parallel
learning, so the clusters are kept in nearly equal size. All these methods aim to utilize
the geometric distribution characteristics of data points in the high-dimension space.

In the past [9/18]], we either divided the data randomly or based on the distance of
sample points in the feature space, like hyperplane decomposition and equal clustering,
but ignored the prior knowledge which may contribute useful information to do clus-
tering within a big class. Here, we want to fully utilize the Gene Ontology information
and achieve a better partition, such that the proteins sharing some common attributes
could be grouped together. In the GO graph, GO terms are structured hierarchically
and have semantic relations (‘is-a’ and ‘part-of”) with each other. A child node is more
specialized than its parental nodes, and more than one parental node may exist. Here,
we used similarity measure of GO terms based on their semantic relations to cluster
proteins in a class which needs to be decomposed. Many methods have been developed
to define the similarity between two GO terms. Given the similarity between two GO
terms, the similarity between two sets of GO terms can be calculated. Suppose each
protein corresponds to a set of GO terms, the similarity between two proteins can be
obtained accordingly.

The data set used in our experiments was annotated with GO terms, including cellular
component, biological process and molecular function. In this work, we adopted the
method proposed by Wang et al. [19] to measure the semantic similarity of GO terms.
We built the GO similarity matrix for our training data set, and used the clustering tool,
CLUTO [20] to partition the data based on the similarity matrix. The program “scluster”
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in the tool kit was used. The number of clusters should be specified for this program.
We calculated the number of clusters according to the predefined module size. Suppose
that Class C; has m samples and C; is divided into k£ modules when n is the predefined
module size, then m/k must be the closest value to n among all possible module sizes of
C;. Random decomposition makes each module equal size, while in GO decomposition,
the actual size of each module is determined by the clustering method.

2.3 Feature Extraction

The features include amino acid composition, secondary structure and solvent accessi-
bility informatin [21]]. The former 60 dimensions are the amino acid composition of the
full sequence on three secondary structure elements, i.e., strand (E), helix (H) and coil
(C). The value of each dimension is calculated by

Nk
k _ i
=0 5)

where k={H, E, C}, Nik is the frequency of amino acid ¢ in secondary structure element
k, and L is the length of the sequence. The latter 40 dimensions are the amino acid
composition on two solvent accessibility status, namely buried (B) and exposed (E),
and is calculated similarly as Eq.[3], with k£ = {B, E}.

The secondary structure elements were predicted by PSIPRED [22], and solvent ac-
cessibility status were predicted by ACCpro [23]]. Both of them are highly accurate
prediction methods. All the feature vectors were scaled in the range of [0, 1] using
SVM-Scale in the LibSVM package [24].

3 Results and Discussion

In order to test the performance of our methods, we applied them to a high-quality
multi-locational protein database, DBMLoc, published by Zhang et al. [11], which was
collected from multiple databases and experimentally determined localization data. All
the cellular compartments were assigned into twelve categories as shown in Table [l
Some subcellular localization annotations which can not be classified into the twelve
categories are assigned to ‘others’. As a result, the number of classes used in our pre-
diction system is 13. All of the proteins in DBMLoc database have no less than two
locations. The average number of labels for each protein is 2.2.

To avoid overfitting, we used the non-redundant data with sequence similarity below
25%. The training and test data sets are mutually exclusive. Test data is a high quality
set including 631 proteins. Training data has a total of 2344 proteins, extracted from
the complete non-redundant set (25%) by removing the overlapping data with test set.
The statistics of the data sets are shown in Table [Il From the table, we can see that
the data distributions are very imbalanced on different cellular compartments. Proteins
of membrane, cytoplasm, and nucleus make an overwhelming portion, which adds to
classification difficulty.

Although this data set is fully annotated, we did not use gene ontology as features to
build our predictor based on the consideration that many test proteins are novel and do
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Table 1. Training and test data distribution of DBMLoc

Location Training Test
Others 134 36
Extracellular 471 43
Ribosome 58 15
Virion 31 2
Membrane 1240 283
Cytoplasm 1172 417
Mitochondrion 445 123
Nucleus 844 344
Plastid 132 8
Vacuole 16 4
Cell wall 21 5
ER 322 53
Golgi 162 45

Total label # 5048 1378
Total protein # 2344 631

not have GO information. But the prior knowledge about training data could be fully
utilized. Therefore, we used GO semantic similarity to guide the module decomposi-
tion of training data. We experimented three methods with the same feature vectors.
One is min-max modular support vector machine with gene ontology decomposition
(M3-SVM(GO)). The second is min-max modular support vector machine with random
decomposition (M3-SVM(R)). The last one is traditional SVM. The module sizes of
100, 400 and 800 were tested for both M3-SVM(GO) and M3-SVM(R). And the results
of M3-SVM(R) were averaged through five repetition experiments.

Here we chose LibSVM version 2.8 [24]] as the base classifier for the ensemble clas-
sifier. We experimented with polynomial, sigmoid and RBF kernels and observed that
RBF kernel has the best classification accuracy. We performed ten-fold cross-validation
and grid search on training data to find the optimum parameters for SVMs. The ex-
perimental results reported in the following were obtained with the kernel parameters
v = 276 and C = 2%, All experiments were conducted on a Pentium 4 double CPU
(2.8GHz) PC with 2GB RAM.

Multiple measures were used to assess the performance of our proposed method,
including precision (P), recall (R), F1, total accuracy (T'A), location accuracy (L A) and
average Fi (aveF7i). The former three measures, P, R and Fi, were used to measure
the prediction quality of each location, and the last three measures, T'A, LA and aveF?,
were used to measure the overall prediction quality across all locations.

Table 2 shows overall performance (T'A, LA and aveF?) of the three methods, tra-
ditional SVM, M3-SVM(R) and M3-SVM(GO). Three different module sizes for M3-
SVMs are compared. Column 2 shows the predefined module sizes. Column 3 shows
the numbers of subproblems.

From this table, several observations could be made. First, both M3-SVMs with ran-
dom decomposition and with GO decomposition have higher T'A and LA than tradi-
tional SVM. The M3-SVMs improve not only average location accuracy but also total
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Table 2. Overall accuracy of three methods on DBMLoc

Method Module size Module # T'A (%) LA (%) aveF; (%)

SVM 2344 13 64.7 414 42.0
M3-SVM 100 848 65.1 48.0 40.7
(Random) 400 83 66.9 47.7 42.7

800 38 66.2 45.2 434
M3-SVM 100 848 66.2 48.5 42.3
(GO) 400 83 67.1 45.2 42.6

800 38 66.3 43.4 43.6

accuracy, which indicates that they do not sacrifice majority classes for the classifica-
tion of minority classes. Second, M3-SVMs have higher aveF; than traditional SVM
except M3-SVM(R) with module size 100. And M3-SVM(GO) with module size 800
achieved the highest aveF. As the module size goes down, L A increases, but aveF}
decreases, which suggests a higher false positive rate of M3-SVMs when the module
size becomes smaller. There is a tradeoff between location accuracy and false positive
rate. Finally, M3-SVM(R) has lower T'A and aveF; than M3-SVM(GO) but higher L A,
suggesting that it gives more preference to the minority classes. And its performance is
relatively deteriorated than M3-SVM(GO)’s when the module size is very small (100).
Since random decomposition randomly divides each training class into equal size mod-
ules, while GO decomposition is based on the relationship between proteins according
to GO, the latter method has a more stable performance.

Tables [3land @ list detailed recall and F; of traditional SVM and M3-SVMs(GO) on
each location. Obviously, the modulization helps improve recall a lot especially for the

Table 3. Recall comparison. a: SVM, b: M3-SVM(GO) with module size 100, ¢: M3-SVM(GO)
with module size 400, d: M2-SVM(GO) with module size 800. 1-13 correspond to the 13 subcel-
lular locations listed in Table[Il

Recall (%)
Method 1 2 3 4 5 6 7 8 910 11 12 13
a  0.048.820.0 100.0 63.3 84.7 52.8 69.2 25.0 0.0 20.0 41.5 13.3
b 5.6 62.8 20.0 100.0 61.8 82.5 57.7 73.3 50.0 0.0 60.0 43.4 13.3
¢ 2.853.520.0 100.0 63.3 83.5 59.3 75.0 25.0 0.0 40.0 45.3 20.0
d 2.855.826.7100.0 66.4 83.9 57.7 71.2 12.5 0.0 40.0 32.1 15.6

Table 4. F'; comparison. a, b, ¢ and d are the same as in Table[3]

F1 (%)
Method 1 2 3 4 5 6 7 8 910 11 12 13
a 0.0 44.7 31.6 100.0 67.5 81.1 52.2 72.7 16.7 0.0 22.2 38.9 18.5
b 7.0 429 24.0 80.0 66.7 81.2 50.4 76.0 17.8 0.0 50.0 34.3 20.0
c 45442273 80.0 67.4 80.7 51.0 76.6 12.5 0.0 44.4 40.0 25.4
d 4.8 46.2 38.1 100.0 69.8 80.6 53.0 74.0 8.0 0.0 40.0 30.9 20.9
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minority classes, while the two biggest classes, membrane and Cytoplasm are recog-
nized best by M3-SVMs(GO) with module size 800 and traditional SVM, respectively.

As the Fj values listed in Table @ show, M3-SVMs(GO) with module size 800 has
the best performance. It wins on 5 locations, extracellular, ribosome, virion, membrane,
and mitochondrion, among the four methods, and has higher F} than traditional SVM
on 8 locations.

In this experiment, M3-SVMs(GO) with module size 800 performs the best consider-
ing all the measures. A too small module size would result in numerous modules which
increase computation cost and deteriorate the performance. However, we could specify
different module sizes for different binary classification problems according to the ratio
of training samples of the positive and negative classes.

In addition, we notice that all the classifiers failed to recognize vacuole protein from
other proteins. One reason is that it has the least training samples (11 proteins) and
only 4 test samples, thus the ratio of positive and negative data is too small to classify
the positive data correctly. The other reason would be the current feature vectors do
not contain features that are informative enough to discriminate vacuole proteins from
others.

Response time should also be considered as an important factor when measuring the
performance of a classifier. Table[Slexhibits a comparison of response time between tra-
ditional SVM and M3-SVMs of different module sizes. We reported two categories of
run times. ‘Timel’ is the response time (including training and test time) of the classifier
running all subproblems in series. “Time?2’ is the training time for a single subproblem
which costs the longest time. In parallel learning, “Time2’ is more important. For tradi-
tional SVM, a subproblem means a two-class problem.

Table 5. Response time comparison

Method Timel (sec.) Time2 (sec.)
SVM 23.4 3.3
M3-SVM (100) 222 <0.1
M3-SVM (400) 19.2 0.4
M3-SVM (800) 19.7 1.3

M3-SVMs obtained shorter response time than traditional SVM even in sequential
running. Regarding ‘Time1’, M3-SVM with the module size 400 is the most efficient
for DBMLoc, because it achieves a tradeoff between the number and size of modules.
For large-scale data, we can train modules in parallel, and choose a modules size as
small as necessary.

4 Conclusion

This paper introduces an ensemble classifier for protein subcellular multi-localization.
The classifier has several advantages in solving large-scale, class imbalance, multi-label
problems. On the one hand, parallel and distributed training can be easily implemented
because of its modularity. On the other hand, it has a balanced performance on all
classes because various task decomposition strategies can be used.
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Taking into account the GO information, we partitioned large classes into relatively
smaller modules according to GO semantic similarity matrix. The experimental results
show the effectiveness of the proposed GO decomposition method, and demonstrate that
the M2-SVM is very competent in solving such complex problems with class imbalance
and multi-label characteristics.
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