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Abstract. The paper presents a contour-based method for large scale
image retrieval. With the contour saliency map of the object, it could ad-
dress the shift-invariance problem, and with hierarchical and multi-scale
feature extraction, it is able to deal with the scale-invariance problem to
a certain extent. Different from existing algorithms, the features used in
the retrieval system contain not only local information, but also global
information of the object. By taking advantage of this characteristic, we
could build a hierarchical index structure which helps to fast retrieval
of the large scale database. Furthermore, our method allows two kinds
of query image: a hand-drawn sketch or a natural image. Thus it is pos-
sible to refine the search results by choosing one image from the list of
previous sketch retrieval results as the new query. It brings the better
interactive user experiment and the convenience for those who aren’t
good at drawing. The experiment results verify the performance of our
method on a database of four million images.
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1 Introduction

Contour is a very important channel for human being to recognize or distinguish
the objects from an image or a scene. Image retrieval based on contour has
been attracted great attention in the data mining society [1], but most of works
mainly dealt with image retrieval in small database [2][3][4]. And in large scale
database, Eitz [5] presented a method that divides an image into a fixed number
of cells, and each cell corresponds to a structure tensor descriptor which stores
the main direction of the gradients of the cell. Different from Eitz’s method
which hasn’t index structure and must scan the whole database for each query,
Cao [6] presented an index-able oriented chamfer matching method. But both
their works have the same limitation that the shift-invariance problem still exists
in their retrieval system. The objects in the query image and in the retrieved
image must have the same position, this property will reduce dramatically the
recall rate in image retrieval. And in most of situation, the users usually only
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mind whether they could search the object they wish, and don’t care where it is
in the image.

To address this issue, we propose a shift-invariance method for large scale
image retrieval. It comes from the fact that when human beings see an image,
they usually look through the whole image for a short while and then focus their
eyes on the salient place of the image, as shown in Fig. 1(a). That means in
most of time, people only pay attention to a local part of an image instead of
the whole image. So different from existing algorithms, we don’t extract features
on the whole image, instead, we first find the saliency map of the object which
is usually a local part of the image, and then extract features on the part.
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Fig. 1. Framework of feature extraction by simulating human visual system.

Another contribution is a contour-based image retrieval prototype system
for the database including more than four million images. With hierarchical and
multi-scale feature extraction, we could easily obtain not only the position of the
object but also the global-to-local orientation features, which brings two advan-
tages: shift-invariance and scale-invariance to a certain extent. These cannot be
achieved by most existing retrieval systems. Moreover, the system provides users
two query methods: a hand-drawn sketch or a natural image, as shown in Fig. 2.
If you are a good painter, you could draw a sketch whatever you imagine, but
if the sketch doesn’t like what you imagine very much, you can select a natural
image which is most similar to what you wish from the list of retrieval results
and then make the second retrieval to achieve satisfactory images.

2 Feature Extraction

Fig. 1(b) demonstrates the basic framework of feature extraction of our method.
By simulating hierarchical information processing of human visual system, it
could obtain a contour saliency map of the object in an image, and at the same
time, it could still extract clear orientation information of an object. With the
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Fig. 2. Tllustration of interactive retrieval process. After querying with a hand-drawn
sketch, the users could choose one result image as a query and make the next retrieval.

two above mentioned, we can easily know the object’s position and contour
orientation information. And then, by multi-scale feature extraction, we can
obtain the global-to-local feature of the object.
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Fig. 3. Details of feature extraction. (I) Hierarchical orientation extraction. (II) Object
location. (IIT) Clear orientation. (IV) Multi-scale feature extraction.

It is well known that human visual system processes the image with hier-
archical structure. According to this, hierarchical difference image Do, and the
contour saliency map S are computed from an image as:
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§=Y Do, = Z (Z[m,?x{DHioj}]mxn> 1)

Jj=1 i=1

where Dy, o, is the difference image of the ith level and the jth orientation, as
shown in Fig. 3. And the size of Dy, _,0, is lower than the size of Dy, 0, by two
times. k is the red, green, blue color channel, and maxg{-} is the maximum of
difference image among the three channels. [],,x, means scaling the difference
image proportionably to the maximum size mxn. S is the contour saliency map
of an image and is normalized to between 0 and 1. In Fig.3, M = 3, and N = 4,
O, denotes 0, /4, /2, and 37 /4 orientation respectively. Because the minimum
resolution of images for human beings is 32x32 [7], we set the maximum size of
Dy, 0,15 32x32, and then mxn is 128x128.

Sy = arg mgx{sum(LSj T)e* 9o}, Sy =arg mjx{sum(LSJ 1)y * 9y} (2)

where |-|7, denotes the value greater than T, in our experiment, Ty = 0.25.
sum(-) and sum(-), are the sum along the axis x and the axis y respectively, g
is the Gaussian kernel, and % denotes convolution. (S;,.S,) are coordinates of the
maximum convolution value in the saliency map, and they denote the centroid
of the object in the image.

From Fig. 3 we can see, Do, cannot represent contour orientation informa-
tion of the object clearly. Considering 0 and 7/2, 7/4 and 37/4 are orthogonal
respectively, we make the following operation:

Co, = | Do, — Do, |o,Co, = | Do, — Do, Jo
Co, = [Do, — Do, o, Co, = | Do, — Do, |o (3)

where Cp; denotes clear orientation map.
The final feature of an image is:

Fr,0,t = ZCOJ (Tr,t,Yr,e57L,) - G(re,) (4)

where F, 0, denotes the tth feature of the L,th level and the O;th orientation,
and G(rg,) is the Gaussian kernel which radius is rz,, and Co,(z,y,7) is the
region of the clear orientation map which centroid is (x,y) and the radius is r,
and rp, = 2rr,, ., 7L, = 32. When p = 1, ¢ € {1}, and when p = 2, ¢t € {1,
2, ..., 8}, and when p = 3, t € {1, 2, ..., 64}. So the feature F' = {F,0,:} has
1x44+8x4+8x8x4 =44 32+ 256 =292 dimensions. And finally, values of
the feature are normalized to between 0 and 1.
So the similarity measure of two images is given by:

Dist(F,F ) = sim ({FLpojt}7 {Fipojt}> ()
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Fig. 4. Histogram of average feature values from 100,000 images. The first 4 values of
F belong to region L1, the first 5 to 36 values of F' belong to region L2, and the rest
256 values of F' belong to region Ls.

where sim () could be any similarity measure, for example, Euclidean distance
or cosine similarity.

Fig. 4 is the histogram of average value of feature F' from 100 thousand
images. Region L; denotes the first 4 values of F', and region Lo denotes the fol-
lowing 32 values of F', and region L3 denotes the rest 256 values of F'. Ly, Lo, L3
are corresponding to L1, Lo, L3 in Fig. 3. From Fig. 4, we can see the step-by-
step descending trend of F. That is why we call F' the global-to-local feature.
Values from L to L3 denote the information which is from global to local re-
spectively, so values in Ly will occupy a large proportion in distance computing
of equation(5). If objects in two images are very different in contour, the differ-
ence of values in Ly, Lo, L3 must be all large, and as a result the similarity score
in equation(b) is very low. But if two objects are only a little different, in other
word, they should have almost the same global information and are just different
in local parts, then only some values’ difference in L3 (maybe still in Ls) is large,
but in L; must be small, and finally the similarity score in equation(5) is high.

3 Index Structure

Our feature contains an object’s global-to-local information, so we select only
the first 36 values of F' which belong to region L1 and L2 as shown in Fig. 4
and include most of important information of the object. And for each value, we
separate it into some parts, and for each part, there is a corresponding inverted
list of images, as shown in Fig. 5. With the index structure, we could select top
N1 (< T) candidate results from the database quickly, and then, we select top
N2 results from N1 candidate results with similarity measure of first 36 values
of F. Finally, we rank the N2 results with similarity measure of all values of F’
and take them as the finally retrieval results. Thus we could build a hierarchical
top-down retrieval structure. In our experiment, 7' = 50000, N2 = 2000.
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Fig. 5. Index process of database. For each query, N1 results are first selected from 4
million images by inverted files, and then top N2 results are selected from N1 results
with similarity measure of first 36 values of F', and final results are from N2 results
with similarity measure of all 292 values of F'.

4 Experiment

To evaluate our retrieval method, we built a prototype system which database
has more than 4 million Flickr images and run it on the server with 2 Intel Xeon
2.4GHz Quad Core processors and 8GB memory. Because the feature of an image
has only 292 dimensions, and it takes less than 2KB memory per image, and the
memory cost of our system including features of the database and the inverted
file is not more than 7GB in total. So a normal server is powerful enough for our
system. The average retrieval time is about between 2 and 3 seconds.

Fig. 6. Some examples of shift-invariance. Top row: the original image. Middle row:
corresponding contour saliency map S and the centroid of the object (Sz,Sy) (red
point). Bottom row: Canny edge detection.

To better explain why our method could deal with the shift-invariance prob-
lem, we display some examples and the corresponding contour saliency maps
in Fig. 6. Our method extracts contour information of the object clearly, and
further, obtains the centroid of the object. It is hard to be achieved by existing
edge detection methods, e.g. Canny edge detector [8], as shown in the bottom
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row of Fig. 6. And for most of saliency detection methods [9][10], it is still hard
to be achieved. Because existing methods are almost based on information max-
imization [11], and if there are lots of contours having the same orientation in
the image, these contours would be not salient in the saliency map.
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(a) A hand-drawn sketch as a query image.
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b) A natural image as a query image.
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Fig. 7. Some example queries and their top 20 retrieval results from the database of 4

million images.

Because no existing algorithm or image database is available for us to com-
pare the performance, we just display the retrieval results from hand-drawn
sketch and natural image as the query respectively, as shown in Fig. 7. From
the results, we can see our method is shift-invariance. And for similar objects
with different scales, their proportion of global feature at four orientations would
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be almost same, thus their similarity score in equation(5) will be high. So our
method deals with the scale-invariance problem to a certain extent.

5 Conclusion

We propose a simple and efficient contour-based method for large scale image
retrieval. With hierarchical top-down index structure, our method can search
the results from 4 million images quickly. Furthermore, it can use not only a
hand-drawn sketch but also a natural image as the query image, which brings
better interactive query method and the convenience for the users who don’t do
well in drawing. And our retrieval method is shift-invariance and scale-invariance
to a certain extent, which could not be performed by any existing system having
been published.
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