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ABSTRACT
In this work, we study the problem of hand-drawn sketch
recognition. Due to large intra-class variations presented
in hand-drawn sketches, most of existing work was limited
to a particular domain or limited pre-defined classes. Dif-
ferent from existing work, we target at developing a gen-
eral sketch recognition system, to recognize any semantically
meaningful object that a child can recognize. To increase the
recognition coverage, a web-scale clipart image collection is
leveraged as the knowledge base of the recognition system.
To alleviate the problems of intra-class shape variation and
inter-class shape ambiguity in this unconstrained situation,
a query-adaptive shape topic model is proposed to mine ob-
ject topics and shape topics related to the sketch, in which,
multiple layers of information such as sketch, object, shape,
image, and semantic labels are modeled in a generative pro-
cess. Besides sketch recognition, the proposed topic model
can also be used for related applications such as sketch tag-
ging, image tagging, and sketch-based image search. Ex-
tensive experiments on different applications show the ef-
fectiveness of the proposed topic model and the recognition
system.
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Figure 1: Examples of hand-drawn sketches. The
sketch recognition system targets at recognizing a
reasonable hand-drawn sketch.

1. INTRODUCTION
Nowadays, sketching has become one of the most natural

ways for human-computer interaction, especially as the in-
creasing popularity of devices with touch screens. Thus, how
a computer can recognize a human’s hand-drawn sketch, as
a basic problem of artificial intelligence, has attracted more
and more attentions. An effective sketch recognition system
can help a computer know more about human intentions,
and thus will be of great value to a variety of applications,
such as human-computer interaction, game design, sketch-
based search, and children education.

Sketch recognition has been studied since 1990s in com-
puter vision and graphics. Most of existing approaches for
sketch recognition [1, 11, 12, 13, 18, 23, 26, 27] mainly focus
on recognizing basic shapes in specific domains such as UML
diagrams and mechanical engineering. The dependency on
domain-specific knowledge makes it difficult to adapt these
algorithms to solve problems in other domains, let alone rec-
ognize an arbitrary hand-drawn sketch.

Related work such as shape recognition and classification
[2, 19, 20, 21] mainly targets at designing effective shape
descriptors and matching models to handle global and/or
local non-rigid shape deformations. Thus, although kept
from the uncertainty bought by hand-drawn sketches, this
kind of work is still limited in small-scale datasets, due to the
complexity of matching models and the lack of an efficient
index solution.
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Figure 2: Examples of intra-class variation. The
shapes of the same objects are still of large diversity.

Figure 3: Examples of inter-class ambiguity. Differ-
ent objects might present quite similar shapes.

In this work, we study the problem of hand-drawn sketch
recognition. There is no particular constraint, and any se-
mantically meaningful object a child can recognize might be
a drawing target, as shown in Fig. 1. This differentiates the
problem we are targeting at from existing work, and thus
some new challenges arise, i.e. object coverage1, intra-class
shape variation, inter-class shape ambiguity, and sketch un-
certainty.

Object coverage: Since there are potentially unlimited ob-
jects with typical shapes in the world, a practical sketch
recognition system should have the ability to recognize
as many objects as possible.

Intra-class shape variation: As shown in Fig. 2, even
for one object, there might be many shapes. Tradi-
tional domain-specific shape modeling methods might
not work here, since the shape models of potentially
unlimited objects will be of large diversity.

Inter-class shape ambiguity: In such an unconstraint sit-
uation in terms of potentially unlimited objects and
shapes, there might exist many ambiguous shapes which
could represent different objects, as shown in Fig. 3.
This makes the recognition process more challenging,
and motivate us to find other information besides shape
features.

Sketch uncertainty: Hand-drawn sketches always exhibit
variations and ambiguities, as shown in Fig. 4. The
recognition process should not only well reflect the
shape of the sketch query, but also be robust enough
to an imprecise sketch.

1With a slight abuse of terminology, in this work we use
“object” to represent a class of objects with a same semantic
meaning.

Figure 4: Examples of sketch uncertainty. The
hand-drawn sketches from different persons might
be quite diverse even when drawing the same ob-
ject.

To increase the object and shape coverage, a large-scale
database is highly desired to be the knowledge base of the
recognition system. Thus, we collected one million clipart
images from the web as the knowledge base, for the contours
in clipart images have a similar style to hand-drawn sketches.
Most of these images have noisy textual information such as
titles and the surrounding text. Since it is impractical to
model all objects and shapes in this huge knowledge base,
an effective sketch-based image search technology [7] is lever-
aged to find visually similar images to the sketch, and then
a query-adaptive image collection is obtained. Thus, the
problem is reduced to how to recognize the sketch based on
a collection of images with noisy words.

Due to sketch uncertainty, their might be different ob-
jects with variant shapes in the collection, which causes the
problems of intra-class shape variation and inter-class shape
ambiguity. These problems, together with the noisy descrip-
tions of the images, make it less effective to mine keywords
directly from the textual information of the collection. Thus,
to alleviate these problems, we leverage both the shape and
textual features to recognize the sketch.

Therefore, the task of sketch recognition is to discover ob-
ject topics and shape topics from the query-adaptive image
collection, both of which are actually coupled together due
to the problems of shape variation and ambiguity. For ex-
ample, as shown in Fig. 2 and Fig. 3, the shapes of the
same object may be very different, while those of different
objects may be visually similar. Therefore, for the task of
sketch recognition, an effective algorithm is required to si-
multaneously model object topics and shape topics, with
ability of handling both visual and textual features. Here
an object topic represents a kind of object that occurs in the
collection, and a shape topic represents a certain shape of
objects.

In this work, we propose a probabilistic topic model for
hand-drawn sketch recognition, i.e. Query-adaptive Shape
Topic (QST) model, to simulate the generative process of
an image and its textual information. In QST, two layers
of latent topics, i.e. object topics and shape topics, are pre-
sented to alleviate the shape variation and ambiguity prob-
lems. More specifically, an image is supposed to contain one
object topic, and this object topic generates a typical shape
topic and related semantic tags. Moreover, the sketch query
is not only used to find the query-adaptive image collection,
but also supervises the generative process of the shape fea-
tures from shape topics in QST.

The QSTmodel is appropriate for solving the sketch recog-
nition problem because of the following aspects. First, the
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concurrent generating of textual features and shape features
makes it possible to differentiate objects with similar shapes,
and thus alleviate the shape ambiguity problem. Second, the
representation of two-layer latent topics helps overcome the
shape variation problem, since it can group together multiple
shapes of one object. Moreover, this hierarchical structure
is robust to hand-drawn variances, and related objects and
shapes could be discovered for an imprecise sketch, as shown
in Fig. 5.

As far as we know, this is the first work to target at recog-
nizing an arbitrary but semantically meaningful hand-drawn
sketch. Besides sketch recognition, the proposed system can
also be used for related applications, such as sketch tagging,
image tagging, and sketch-based image search. Extensive
experiments on different applications show the effectiveness
of the proposed QST model and sketch recognition system.

2. RELATED WORK
In this section, we present the related work in sketch recog-

nition, shape classification, and topic models.
Sketch recognition. Sketch recognition has been stud-

ied for decades in computer vision and graphics. Early re-
search mainly focused on domain-specific sketch recognition,
such as recognizing basic shapes in UML diagrams [12], me-
chanical engineering [27], and webpage design [18]. In order
to alleviate the substantial efforts in developing sketch inter-
faces in new domains, in 2003, a sketch description language
LADDER [14] was introduced, based on which a domain-
independent sketch recognition system was built. However,
to recognize sketches in a new domain, users still need to
write a sketch grammar describing the domain-specific in-
formation. Based on LADDER, sketch recognition systems
such as PaleoSketch [23] were developed, most of which need
strong domain knowledge, focusing on recognizing limited
basic shapes, such as line, polyline, circle, ellipse, and arc. In
2008, an open-domain sketch recognition system CogSketch
[11] was built, which, however, is a sketch managing tool
focusing on reasoning over recognition. Note that previous
systems only recognized on the order of at most 20 different
shapes. In 2010, Hammond et al. [13] tried to recognize
hundreds of shapes. However, the target was to recognize
course-of-action diagrams instead of arbitrary natural ob-
jects. Thus, in spite of continuous efforts, most of existing
recognition systems focus on specific domains with limited
shapes.

Shape classification. The studies in shape recognition
and classification mainly target at designing effective shape
descriptors and matching models to handle global and/or lo-
cal non-rigid shape deformations. Roughly speaking, shape
descriptors differ according to whether they are applied to
contours or regions. Contour-based shape descriptors in-
clude wavelets [22], Fourier descriptors [30], contour descrip-
tors [20], etc. Region-based shape descriptors include [17,
25, 28], etc. Shape matching is usually influenced by the
adopted descriptors. Typical algorithms include contour
matching [2] to solve the optimal assignment problem to
discover the mapping of two set of points, and descriptor
matching [21] to measure the similarity of two set of local
descriptors. Most existing studies target at limited classes
and each shape has explicit labels, which are not easy to
adapted for solving our problem.

Topic models. In recent years, probabilistic topic mod-
els, such as PLSA[16], LDA[5], have been widely used in

semantic data mining owing to their capability of discov-
ering meaningful latent topics. To leverage the class infor-
mation of data, supervised topic models such as s-LDA[4]
were proposed. Topic models were also successfully applied
to problems with multi-type features such as image classi-
fication/annotation [3], in which both visual features and
semantic tags exist. Moreover, some more complex models
were further designed to solve specific problems. For exam-
ple, for the task of web image categorization, [10] proposed
a topic model which was derived from PLSA[16], by addi-
tionally considering the locations of visual words. In [24],
the author-topic model, which was extended from LDA [5],
was proposed to discover topics in academic articles. In
the domain of multimedia document mining, [15] modeled
the process of generating travelogues. However, in spite of
the success in many applications, existing work is either too
simple to handle the problems we meet in sketch recogni-
tion, or leverages too much domain knowledge from specific
problems and thus is difficult to adapt to solve our problem.
For example, PLSA and LDA were designed for one type of
features, whereas our data contains both shapes and words.
Corr-LDA and s-LDA cannot be easily adapted to handle
so many layers including sketch, object, shape, image, and
semantic words.

3. QUERY-ADAPTIVE SHAPE TOPIC MODEL
In this section, we present the proposed Query-adaptive

Shape Topic (QST) model for sketch recognition. Besides
the generative process of the model and its parameter es-
timation, we also show how to utilize the model for sketch
recognition and tagging, followed by some illustrations to
the effectiveness of the latent topics.

3.1 Query-Adaptive Image Collection
We collected one million clipart images from the web as a

knowledge base to recognize a hand-drawn sketch. Most of
these images are created by humans and might cover most
of drawings of familiar objects.

For a hand-drawn sketch, we leverage the technology of
Edgel Index [7, 29] and build a sketch-based clipart image
search engine to search similar images to the sketch. Af-
ter filtering out complex images, most clipart images in our
database only contain one single object. Thus, in the clipart
engine, both of the sketch query and contours of database
images are normalized to a uniform location and size before
searching and indexing, which makes this engine invariant
to sketch/shape translation and scaling. The effectiveness
of this engine has been validated in different retrieval tasks
[7, 8, 29]. For details please refer to [7, 8, 29].

Based on this engine, for each hand-drawn sketch, the vi-
sually similar images to the sketch, their surrounding texts,
and their matching scores, will be used as the input for the
QST model to recognize the sketch query.

3.2 Problem Formulation
The sketch recognition problem is formulated as how to

discover semantic topics possibly representing the sketch
from the query-adaptive image collection.

We first analyze and discover the generative process for
the observed information and latent topics. Since there are
only simple clipart images in the collection, it is natural
to assume there is only one object topic in each image. To
overcome the challenge of shape ambiguity, besides the visual
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Figure 5: The hierarchical structure of the two-layer latent topics. Assume the image I has shape feature rI .
The shape topic s of image I is determined by the highest probability p(rI |s), and the object topic z which
the shape topic s belongs to is determined by the highest probability p(s|z).
feature, the textual information of images is also leveraged in
the model. Therefore, for each image, its object topic further
generates both visual information like shapes and semantic
information like the surrounding text of the image.

Since one object might correspond to different shapes, it
is natural to add another layer of topics, i.e. shape topics,
to represent variant types of shapes related to the sketch.
This can further alleviate the problems of shape variation
and shape ambiguity. The shape feature is then generated
according to the shape topic.

Instead of a purely unsupervised topic mining problem, in
this work it is necessary to discover object topics that are
more relevant to the sketch query. Different from sLDA [4],
in which the supervised information (a response variable) is
generated by the latent topics, in QST we use the sketch
query to influence the possibility of generating a shape fea-
ture from a shape topic. This guarantees that the discovered
shape topics are more relevant to the sketch query, and so
are the object topics.

3.3 Generative Process
The graphical representation of the QST model is shown

in Fig. 6. It should be noted that, to make the model more
general, we also enable users to optionally add keywords
when they draw sketches. Thus, two factors, i.e. the sketch
and the keywords, will supervise the generative process, in
which the keywords could be an empty set ∅.

We first introduce some notations and definitions. Assume
there are N images {I1, I2, ..., IN} in the collection, and the
words in the dictionary are {w1, w2, ..., wM}. The shape
feature of In is represented by rn and the noisy labels of
image In are represented by {w1, w2, ..., wT }. δ(wm, In) = 1
if wm ∈ {w1, w2, ..., wT }; and 0, otherwise.

Let z denote a latent variable to represent an object topic,
with discrete values z = 1, ..., K, and s denote a latent
variable to represent a shape topic, with discrete values
s = 1, ..., Ns. We abbreviate “sketch” and “keywords” to
“ske” and “key” for long equations. Given N , M , K and Ns,
the generative process of QST model is given as follow:

I z

r

w T N

S

Sketch

Keywords

θ K

σ

μ

Ns

β K

Figure 6: Graphical representation of the proposed
QST model.

1. For each image In, sample the object topic: z ∼ p(z|In)
2. For each object topic z:
(a) sample T words {w1, w2, ..., wT }, in which for each word
wm we have:
wm ∼ p(wm|z, β, keywords) = β

δ(wm,keywords)
z,wm

(b) sample the shape topic:
s ∼ p(s|z, θ) = θz,s
3. For each shape topic s, sample the shape feature:

rn ∼ p(rn|s, μ, σ, β, sketch)

=
1√
2πσ2

s

exp(−dist(rn, μs)
2

2σ2
s

dist(rn|sketch)),

in which dist(rn, μs) is defined as the distance between rn
and μs, and dist(rn|sketch) is the distance between rn and
the sketch. Both of dist(rn, μs) and dist(rn|sketch) are ob-
tained according to [7]. In particular, we define δ(w, ∅) = 1.

Given the parameters θ, μ, σ, and β, we can get the fol-
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lowing joint probability of a set of N object topics z, a set of
N shape class s, and a set of N shape feature r and words
w:

p(I,w, r, z, s|θ, μ, σ, β, sketch, keywords)

=
∏N

n=1{p(In)p(z|In)p(rn|s, μ, σ, β, sketch)p(s|z, θ)∏M
m=1(p(wm|z, β, keywords))δ(In,wm)}.

3.4 Parameter Estimation
We estimate the parameters by maximizing the log-likelihood

function using the EM algorithm. The log-likelihood L could
be written by:

L = F +
N∑

n=1

KL(q(z, s)||p(z, s|In,w, rn, θ, μ, σ, β, ske, key)),

in which the lower bound F of the log-likelihood is:

F =
N∑

n=1

∑
z

∑
s

q(z, s) ˙log
p(In,w, rn, z, s|θ, μ, σ, β, ske, key)

q(z, s)
.

We use the EM algorithm to iteratively maximize the lower
bound F and minimize the KL divergence. Thus, the E-step
is to calculate:

q(z, s|I = In) =
p(z, s, I = In,w, rn|θ, μ, σ, β, ske, key)
p(I = In,w, rn|θ, μ, σ, β, ske, key) .

With some deductions which will be omitted due to space
limitation, we can get the estimate of latent variables:

q(z, s|I = In) ∝ p(I = In)p(z|I = In)

× p(s|z, θ)p(rn|s, μ, σ, β, sketch)∏M
m=1 (p(wm|z, β, keywords))δ(In,wm).

Since we can obtain the joint distribution of s and z in con-
dition of observed variables and parameters, we do not need
variational approach to separate the joint probability of s
and z.

By maximizing the lower bound F , in the M-step we can
get:

p(z|In) ∝
∑
s

q(z, s|In),

θz,s = p(s|z, θ) ∝
N∑

n=1

q(z, s|In),

βz,m = p(wm|z, β) ∝
N∑

n=1

∑
s

δ(In, wm)q(z, s|In).

Since it is not easy to find a vectorized expression of the
shape feature [7], the expectation of Gaussian is represented
by the centremost sample of the distribution:

μs = argmax
μ

N∑
n=1

∑
z

q(z, s|In)dist(rn|ske)(−dist(rn, μ)
2

2σ2
s

).

The estimated variance is

σs =

√∑N
n=1

∑K
z=1 q(z, s|In)dist(rn|sketch)dist(rn, μs)2∑N
n=1

∑K
z=1 q(z, s|In)dist(rn|sketch)

.

We iteratively conduct E-step and M-step, until the pa-
rameters become convergent.

(a) (b)

...... Sol ilustrações disponíveis para busca de mais 
de 15 editores de imagem de clip art royalty free ......

...... Click Back on your browser to return to the 
thumbnail page. Can't find the Clipart you need ......

...... Symboles Météo - Banque d’Illustrations et de 
Cliparts. Achetez des Images Cliparts Libres ......

(c)
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(d)

Figure 7: Illustration of the effectiveness of latent
topics. (a) A hand-drawn sketch of the ‘sun’. (b)
Top results of a sketch-based image search engine.
(c) Object-irrelevant labels of some images. (d)
Comparison of the scores, i.e. p(w|sketch), of the
recommended tags by QST and a voting-based ap-
proach.

3.5 Utilizing the Model
Based on the probability of latent topics and the word

distribution under each object topic, the probability of each
word given the sketch can be used for sketch recognition and
tagging:

p(w = wm|sketch) =
N∑

n=1

p(In)
∑
z

p(w = wm|z, β)p(z|In).

The recommended tags are ranked according to their prob-
abilities, and the top ones will be considered as the recogni-
tion/tagging results.

3.6 Effectiveness of Latent Topics
In this section, we illustrate the effectiveness of the QST

model in object and shape topic mining.

3.6.1 Object Topic Mining
The QSTmodel has the ability to discover the relationship

between visual features and textual features, and thus fully
utilizes the images without object-relevant labels.

For example, if we draw a sketch of the sun, in the query-
adaptive image collection, there might be some images with-
out any object-relevant labels, as shown in Fig. 7. In this
case, a voting-based method (see Section 4.2), which only
takes account of the word frequencies in this collection re-
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Figure 8: Example recognition results. For each
sketch, the top six tags recommended by the two
approaches together with their scores are shown.

gardless of visual features, could not tell from the top three
tags, i.e. sun, circle, and arc, as shown in Fig. 7 (d).
However, in the QST model, for a ‘sun’ image without a
useful label, the model can still recognize the image as the
‘sun’, for the probability p(z = sun|I) will be relatively high.
Thus, the final probability p(w = ‘sun′|sketch) will be large
enough to distinguish from other tags.

To further see the advantages of QST, we show more com-
parisons in Fig. 8. We can see that, in some cases, although
these two algorithms might recommend the same tags which
will result in the same recognition results, the QST model
has better ability to distinguish the right tags from noisy
ones.

3.6.2 Shape Topic Mining
To illustrate the effectiveness of QST in shape topic min-

ing, we project the images related to a drawing of the sun
to a 2D space, preserving the relative shape dissimilarity
between images, as shown in Fig. 9. We can see that, the
shapes of the ‘sun’ locate at different clusters, and some of
the ‘sun’ images are even closer to other objects.

We can consider the process of modeling data as a group-
ing process. If we use only one layer of object topics, the
images of one object might not be merged together to one
group but several groups, due to the variance of their shape
features.

When we use the two-layer latent topics in QST to model
the images, as shown in Fig. 5, they will be organized in a
hierarchical way, in which different objects will be clustered
into different groups, and each object group corresponds to
multiple shape topics.

4. EXPERIMENTS
In this section, we evaluate the proposed QST model for

sketch recognition.
Two data sets, i.e. the MPEG-7 20-category shape data

set and the manually collected 500-category sketch data set

Figure 9: The images projected to a 2D space. The
distance between two images represents the dissim-
ilarity of their shape features. If the dissimilarity
between two shapes is larger than a certain thresh-
old, the line between these two images is not shown.

(called Sketch-500 in this work), are used as testing sets to
test the sketch recognition system.

4.1 Global Parameters of QST Model
In this part, we introduce the preprocess of the topic

model to estimate some global parameters, i.e. the num-
ber of images in the collection N , the candidate word list
{w1, w2, ..., wM}, the number of object topics K, and the
number of shape topics Ns. Both N and M are empirically
set to be 30. The most frequent words in the collection are
used as the candidate word list. Given the shape similar-
ities between images2, we use the graph-cut algorithm [9]
to group the images, and use Ns to denote the number of
groups. The number of object topics K is obtained in a sim-
ilar way, excepted that the surrounding text in the vector
space is used to replace the shape feature.

4.2 Voting-based Approach
As far as we know, this is the first work for general hand-

drawn sketch recognition. Thus, we implemented a voting-
based approach as the baseline for comparison. After getting
the query-adaptive image collection for the sketch query, it
is natural to select the most frequent word(s) as the recog-
nition result(s)3. Considering both the image similarity to
the sketch and the word frequency, the score of a word w,
Score(w|sketch), is calculated as follows:

Score(w|sketch) =
N∑

n=1

#(w, In)× Score(In|sketch),

where #(w, In) is the occurrence number of w in the sur-
rounding text of image In, and Score(In|sketch) represents
the similarity between In and the sketch query as in [7].

2We use the two-way chamfer matching [7] to calculate the
similarity between two images, which will not be introduced
in this work due to space limitation.
3The stopwords were filtered out in advance.
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Figure 10: Shape examples in MPEG-7. The names
of shape classes from left to right are apple, bat,
beetle, bell, bone (first line), bird, device8, device4,
comma, device2, and brick (second line).
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(a) (b)

Figure 11: Shape recognition results on MPEG-7.
The categories are ranked based on the performance.
(a) Recognition results using unlimited tags. (b)
Recognition results after filtering out the tags which
do not belong to the names of the 70 classes.

Then, the word with the highest score is used as the recog-
nition result for the sketch.

4.3 Shape Recognition on MPEG-7
MPEG-7 data set [6] defines 70 shape classes, where each

shape class contains 20 different shape contours in the form
of binary images. In total, this data set contains 1400 shape
contours. A subset of the shape classes are illustrated in
Fig. 10.

Different from existing shape classification work such as
[19, 28], which were well trained in the 1,400 shapes, in
this experiment, we try to use our system to recognize the
shapes in MPEG-7 without any class-specific training. That
is, the database, the vocabulary, and the evaluation are not
constrained to the 1,400 shapes and 70 labels, which makes
the recognition problem much more challenging.

For each category, we measure the proportion of shapes
correctly recognized by the recommended tag with highest
Score(w = wm|sketch), in which correct recognition means
that the tag is the same as the class label or its synonymy.
Recognition results for each category are shown in Fig. 11
(a), in which the categories are ranked based on the perfor-
mance. We can see that, the performance of QST model is
much better than that of the voting-based method.

Moreover, as shown in Fig. 11 (a), for some shape classes,
such as heart, cellular phone, and truck, the performances
are quite good; while for some other classes, such as glas, de-
vice0, and comma, the performances are really bad, most of
which are zero. The reasons are three folds. First, the task
of shape classification is quite different from sketch recogni-
tion. That is, the shapes in one category might represent
different objects, and in this case the category name is not
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Figure 12: Recognition performance on Sketch-500.
(a) Percentages of sketches correctly recognized by
the kth recommended word. (b) Percentages of
sketches correctly recognized by at least one word
among the top k words.
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Figure 13: Relationship between the recogni-
tion performance and keyword frequency in the
database. (a) Frequency of the 500 nouns in Sketch-
500. (b) Average recognition results for each 25
sketches ordered by the frequency of the nouns.

meaningful at all. Examples are the categories of device0 to
device8. Second, some shapes are not very common in cli-
part images, such as the shape“comma”as shown in Fig. 10,
and thus cannot be recognized by our system. Third, most
importantly, the unlimited tags and training data make the
problem quite difficult. For some shapes, some noisy tags
might be ranked higher than the groundtruth tag, and thus
the recognition performance is not good. If we remove all
recommended tags which do not belong to the 70 labels, the
performance will become much better, as shown in Fig. 11
(b). We can also imagine that there will be another perfor-
mance increase if we also constrain the database from one
million to the 1,400 shapes as in [19, 28], which is however
not the target of this system. The performance difference of
Fig. 11 (a) and (b) also shows the difference of the sketch
recognition task and existing shape classification work to
some extent.

4.4 Sketch Recognition on Sketch-500
Since there is not an open data set for the task of recog-

nizing an arbitrary but semantically meaningful hand-drawn
sketch, we manually build the Sketch-500 data set to test
the performance of the proposed recognition system. The
Sketch-500 data set is built based on a list of 1000 non-
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abstract nouns4, which is a free word list collected for el-
ementary students and contains most of commonly used
nouns. For each word, we asked a graduate student to man-
ually draw a sketch based on the top results returned from a
commercial keyword-based clipart image search engine. We
ignored the words which are hard to draw a sketch to rep-
resent, such as “back”, “earthquake”, and “dust”, and finally
collected 500 sketches together with groundtruth names.
Example sketches are shown in Fig. 1.

The performance of sketch recognition is reported in Fig.
12 from two aspects. (a) shows the accuracy, i.e. the per-
centage of sketches correctly recognized by the kth word rec-
ommended by the system, and (b) is the coverage rate, i.e.
the percentage of sketches correctly recognized by at least
one word among the top k words. We can see that, only
based on the top-one tag recommended by the system, the
recognition rate is about 45%, which is a quite impressive
performance, considering that the system is an open system
without any preference to the testing data. We can also see
that, compared with the voting-based algorithm, the QST
model performs higher recognition accuracy. For example,
the accuracy on the top-one tag is almost 10 percent higher
than that of the voting-based algorithm.

To discover the relationship between the system’s recog-
nition ability to an object and the amount of data of the
object in the system, we grouped the sketches into different
groups according to the occurrence numbers of their names
in the database, and calculated the average recognition per-
formance for each group, as shown in Fig. 13. We can see
that, the recognition system is somewhat robust to the fre-
quency of occurrences of an object in the database.

Since there might be large intra-class variations in human
drawings, to test this point, we randomly and independently
moved all the strokes of a sketch to different directions. The
moving distance is a parameter multiplied by the longer side
of the sketch, and this parameter is called “variance” in this
work. Fig. 14 shows the recognition results under different
variances. We can see that, for a relatively large variance,
e.g. the fish with variance 20%, the recognition results are
still acceptable.

Besides recognizing sketches, our system can also suggest
semantically related keywords to a sketch. A graduate stu-
dent was asked to manually label whether a recommended
tag is related to the groundtruth keyword. For example,
the keyword “fruit” is a good tag for groundtruth keyword
“apple”, which however was considered as a wrong recogni-
tion result in previous experiments. The performance of the
sketch tagging task is shown in Fig. 15. We can see that,
there is about a 20% performance increase if we relax the
recognition criteria from exactly matching the objet name or
its synonymy to matching a semantically related keyword.

4.5 Other Applications
The learnt probabilities between variables of the QST

model can be used in various applications, such as sketch-
based image search and image tagging. In this section, we
will illustrate the effectiveness of QST in the above two ap-
plications.

4.5.1 Enhance Sketch-based Image Search

4http://www.free-teacher-worksheets.com/support-
files/list-of-nouns.pdf
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Figure 14: Recognition results under different vari-
ances. Left: an example with variances of 0%, 2.5%,
5%, 10%, 15%, 20%. Right: the coverage rates un-
der different variances.

An important application of QST is to enhance the sketch-
based image search. Based on the sketch recognition system,
there are two ways to refine the search results.

The first way is to use the probabilities of the trained QST
model, which is called “QST refined” here. The distance
between the sketch and a database image could be measured
in the topic space:

Dist(In, sketch) = KL(p(z|I = In)||p(z|sketch)),
in which

p(z = k|sketch) =
N∑

n=1

p(z = k|In)p(In).

The probabilities p(z|I = In), p(z = k|In), and p(In) can
be obtained from the QST model. Then, the search results
are refined by sorting the images in the ascending order of
Dist(In, sketch).

The second method is to combine the recognition result
with the sketch itself to query the clipart engine, which is
named as “Sketch+Recognition”.

In this experiment, we randomly selected 20 sketches from
Sketch-500 data set as the queries, and evaluated the preci-
sion of top N search results returned from the clipart image
search engine using different algorithms. For all methods in
our comparison, the criteria of relevance is not only struc-
turally (in terms of shape) but also semantically (in terms
of concept) matched with the sketch query. The comparison
results are shown in Fig. 17, from which we can see the
effectiveness of the two methods in enhancing sketch-based
image search. Some examples are shown in Fig. 18. We
can see that some irrelevant results will be filtered out after
understanding the sketch.

Besides, the recognition results based on the clipart im-
age collection can also be used to improve the natural im-
age search. As indicated by [7], sketch-based natural im-
age search is more challenging than clipart search, since the
cluttered background in natural images makes it not easy to
extract the salient objects. Thus, the assumption that there
is only one object in an image cannot be adopted, which
causes that the search is translation and scaling sensitive
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Figure 15: The performance of sketch tagging.
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Figure 16: Examples of image tagging.

(to some extent). Hence, in many cases, even if the sketch
query has a good shape, the search results might still be un-
acceptable. Fig. 18 also shows some examples of the search
results on a 2-million natural image database. We can see
that, by leveraging the recognition results to the sketch, the
search results were greatly improved compared with the EI-
S method [7] (denoted by ‘original search’). It should be
noted that, the “QST refined” method cannot be used for
natural image search, since the QST was learnt based on
the clipart collection.

4.5.2 Image Tagging
As aforementioned, the collection of images we are using

are not well labeled. Although each image has corresponding
surrounding text, there may be many irrelevant and incor-
rect tags, as shown in Fig. 7 (c). Therefore, the QST model
can be used to recommend tags to the images for further
indexing and searching. The probability of a word given an
image is used here:

p(w = wm|I = In) =
∑
z

p(w = wm|z, β)p(z|I = In),

in which the probabilities on the right side are obtained by
the QST model. The words with highest probabilities which
are above a certain threshold will be used to tag the image.
Some examples of image tagging are shown in Fig. 16.

5. CONCLUSIONS
In this work, we studied the problem of hand-drawn sketch

recognition, and developed a practical system to recognize
an arbitrary but semantically meaningful sketch. Based on
the analysis to the difficulties in this unconstrained situ-
ation, the Query-adaptive Shape Topic (QST) model was
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Figure 17: Performance comparison for sketch-
based image search.

proposed to model the recognition process and discover re-
lated object and shape topics. The learnt probabilistic rela-
tions in QST model could support various applications, such
as sketch recognition and tagging, image tagging, and sketch-
based image search. Extensive experiments have shown the
effectiveness of the proposed model and recognition system.

6. ACKNOWLEDGEMENTS
The work of Zhenbang Sun and Liqing Zhang was partially

supported by the National Natural Science Foundation of
China (Grant No. 90920014, 91120305) and NSFC-JSPS
international exchange program (Grant No. 61111140019).

7. REFERENCES
[1] C. Alvarado and R. Davis. Sketchread: a multi-domain

sketch recognition engine. In SIGGRAPH, 2007.

[2] S. Belongie, J. Malik, and J. Puzicha. Shape matching
and object recognition using shape contexts. PAMI,
2002.

[3] D. Blei and M. Jordan. Modeling annotated data. In
SIGIR, 2003.

[4] D. Blei and J. McAuliffe. Supervised topic models.
Arxiv preprint arXiv:1003.0783, 2010.

[5] D. Blei, A. Ng, and M. Jordan. Latent dirichlet
allocation. JMLR, 2003.

[6] M. Bober. Mpeg-7 visual shape descriptors. CSVT,
2001.

[7] Y. Cao, C. Wang, L. Zhang, and L. Zhang. Edgel
index for large-scale sketch-based image search. In
CVPR, 2011.

[8] Y. Cao, H. Wang, C. Wang, Z. Li, L. Zhang, and
L. Zhang. Mindfinder: Interactive sketch-based image
search on millions of images. In ACM Multimedia,
2010.

[9] P. Felzenszwalb and D. Huttenlocher. Efficient
graph-based image segmentation. IJCV, 2004.

[10] R. Fergus, L. Fei-Fei, P. Perona, and A. Zisserman.
Learning object categories from google’s image search.
In ICCV, 2005.

[11] K. Forbus, J. Usher, and A. Lovett. Cogsketch:
Open-domain sketch understanding for cognitive
science research and for education. In
EUROGRAPHICS, 2008.

[12] T. Hammond. Tahuti: A geometrical sketch
recognition system for uml class diagrams. In
SIGGRAPH, 2006.

[13] T. Hammond. et al. a sketch recognition interface that
recognizes hundreds of shapes in course-of-action
diagrams. In CHI, 2010.

527



Original Search

Sketch +
Recognition

QST refined

Original Search

Sketch + 
Recognition

QST refined

Original Search

Sketch + 
Recognition

Original Search

Sketch + 
Recognition

Figure 18: Example of enhanced sketch-based image search. Top two rows: top results of clipart image
search. Bottom two rows: top results of natural image search.

[14] T. Hammond and R. Davis. Ladder, a sketching
language for user interface developers. Computers &
Graphics, 2005.

[15] Q. Hao, R. Cai, C. Wang, R. Xiao, J. Yang, Y. Pang,
and L. Zhang. Equip tourists with knowledge mined
from travelogues. In WWW, 2010.

[16] T. Hofmann. Probabilistic latent semantic indexing. In
SIGIR, 1999.

[17] Y. Lee and K. Grauman. Shape discovery from
unlabeled image collections. In CVPR, 2009.

[18] J. Lin, M. Newman, J. Hong, and J. Landay. Denim:
finding a tighter fit between tools and practice for web
site design. In SIGCHI, 2000.

[19] H. Ling and D. Jacobs. Shape classification using the
inner-distance. PAMI, 2007.

[20] K. Mikolajczyk, A. Zisserman, C. Schmid, et al. Shape
recognition with edge-based features. 2003.

[21] G. Mori, S. Belongie, and J. Malik. Efficient shape
matching using shape contexts. PAMI, 2005.

[22] E. Paquet, M. Rioux, A. Murching, T. Naveen, and
A. Tabatabai. Description of shape information for 2-d
and 3-d objects. Signal Processing: Image
Communication, 2000.

[23] B. Paulson and T. Hammond. Paleosketch: accurate
primitive sketch recognition and beautification. In IUI,
2008.

[24] M. Rosen-Zvi, T. Griffiths, M. Steyvers, and
P. Smyth. The author-topic model for authors and
documents. In UAI, 2004.

[25] T. Sebastian, P. Klein, and B. Kimia. Recognition of
shapes by editing their shock graphs. PAMI, 2004.

[26] T. Sezgin and R. Davis. Hmm-based efficient sketch
recognition. In IUI, 2005.

[27] T. Stahovich. Sketchit: a sketch interpretation tool for
conceptual mechanism design. In MIT AI Lab. TR,
1996.

[28] A. Temlyakov and B. Munsell. Two perceptually
motivated strategies for shape classification. In CVPR,
2010.

[29] C. Wang, J. Zhang, B. Yang, and L. Zhang.
Sketch2cartoon: composing cartoon images by
sketching. In ACM Multimedia, 2011.

[30] D. Zhang and G. Lu. A comparative study of fourier
descriptors for shape representation and retrieval. In
ACCV, 2002.

528



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Academy
    /AgencyFB-Bold
    /AgencyFB-Reg
    /Alba
    /AlbaMatter
    /AlbaSuper
    /Algerian
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /BabyKruffy
    /BaskOldFace
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BlackadderITC-Regular
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BradleyHandITC
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Cambria
    /Cambria-Bold
    /Cambria-BoldItalic
    /Cambria-Italic
    /CambriaMath
    /Castellar
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chick
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Croobie
    /CurlzMT
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversMT
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /EstrangeloEdessa
    /Fat
    /FelixTitlingMT
    /FootlightMTLight
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FreestyleScript-Regular
    /FrenchScriptMT
    /Freshbot
    /Frosty
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Gigi-Regular
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /GlooGun
    /GloucesterMT-ExtraCondensed
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /Jenkinsv20
    /Jenkinsv20Thik
    /Jokerman-Regular
    /Jokewood
    /JuiceITC-Regular
    /Karat
    /Kartika
    /KristenITC-Regular
    /KunstlerScript
    /Latha
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Magneto-Bold
    /MaiandraGD-Regular
    /Mangal-Regular
    /MaturaMTScriptCapitals
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MSOutlook
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /OCRAExtended
    /OldEnglishTextMT
    /Onyx
    /PalaceScriptMT
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Papyrus-Regular
    /Parchment-Regular
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /Playbill
    /Poornut
    /PoorRichard-Regular
    /Porkys
    /PorkysHeavy
    /Pristina-Regular
    /PussycatSassy
    /PussycatSnickers
    /Raavi
    /RageItalic
    /Ravie
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /ScriptMTBold
    /ShowcardGothic-Reg
    /Shruti
    /SnapITC-Regular
    /Square721BT-Roman
    /Stencil
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-Italic
    /TwCenMT-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Vrinda
    /Webdings
    /WeltronUrban
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




