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LLM Agents
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Autonomous Agents:
Task automation, tool use

Communicative Agents：
personalized, socialized, interactive

AITW

WebArena
https://webarena.dev

https://github.com/google-research/google-
research/tree/master/android_in_the_wild

Auto-GUI
https://github.com/cooelf/Auto-GUI

Generative Agents
https://github.com/joonspk-
research/generative_agents

VOYAGER
https://voyager.minedojo.org/

Action Transformer
https://www.adept.ai/blog/act-1

ChatDev
https://github.com/OpenBMB/ChatDev

ChatArena
https://www.chatarena.org/



Multi-Agent Communications
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Group Collaboration Social Simulation

[1] Qian, Chen, et al. ChatDev: Communicative Agents for Software Development. ACL 2024.

[2] Tang, Xiangru, et al. Medagents: Large language models as collaborators for zero-shot medical reasoning. Findings of ACL 2024.

[3] Liang, Tian, et al. Encouraging divergent thinking in large language models through multi-agent debate. arXiv:2305.19118.

[4] Xia, Tian, et al. Measuring Bargaining Abilities of LLMs: A Benchmark and A Buyer-Enhancement Method. Findings of ACL 2024.

[5] Park, Joon Sung, et al. Generative agents: Interactive simulacra of human behavior. UIST 2023.

[6] Hua, Wenyue, et al. "War and peace (waragent): Large language model-based multi-agent simulation of world wars." arXiv:2311.17227.

Debate Consultations



Potential Risk
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❑ Data Injection: inject an adversarial image into a single agent's memory, leading to 

the rapid exponential spread of harmful behaviors across almost all agents.

Gu, Xiangming, et al. Agent Smith: A Single Image Can Jailbreak One Million Multimodal LLM Agents Exponentially Fast. ICML 2024



Potential Risk
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❑ An adversarial image can trigger "infectious jailbreak" in a multi-agent environment

❑ Nearly all agents are infected and exhibit harmful behaviors shortly

Gu, Xiangming, et al. Agent Smith: A Single Image Can Jailbreak One Million Multimodal LLM Agents Exponentially Fast. ICML 2024



Potential Risk
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❑ Parameter Injection: manipulate the agent parameters to unconsciously spread 

counterfactual and toxic information

❑ Ultimately leads to the failure of collaborative tasks

[1] Xu, Rongwu, et al. Knowledge Conflicts for LLMs: A Survey. arXiv:2403.08319 (2024).

[2] Ju, Tianjie, et al. Flooding Spread of Manipulated Knowledge in LLM-Based Multi-Agent Communities. arXiv:2407.07791 (2024).



Research Problem

❑ The spread of manipulated knowledge in LLM-based multi-agent communities

❑ Manipulation: alter the memory of an agent

Explicit Manipulation Implicit Manipulation

Knowledge

Prompt Inject



Research Problem
❑ The spread of manipulated knowledge in LLM-based multi-agent communities

⚫ Simulation Env: mirrors real-world multi-agent deployments in a trusted platform

⚫ Explore the potential for manipulated knowledge (i.e., counterfactual and toxic knowledge) spread

without explicit prompt manipulation

Ju, Tianjie, et al. Flooding Spread of Manipulated Knowledge in LLM-Based Multi-Agent Communities. arXiv:2407.07791 (2024).



Simulation Env
❑ Platform: all the agents are deployed to a trusted and unified platform

⚫ preventing attackers from directly controlling prompts

❑ Agents: each agent is assigned a specific role (randomly assigned)

⚫ Benign Agents: normal agents in the community

⚫ Injected Agents: behave like a benign agent but introduces manipulated information into the chat



Simulation Env
❑ Communication: visibility to all messages exchanged

⚫ e.g., structure of group chats on social media platforms such as Twitter and Facebook.

❑ Objective: observe how the injected agent’s misinformation spreads through automatic chatting and 

influences other benign agents



Threat Model

❑ Attacks’ Goal:  spread certain knowledge among the multi-agent communities by injecting specific 

knowledge into one agent.

❑ Attacks’ Knowledge:

⚫ Access: the attacker has full access to one agent in community but cannot control system prompts

❑ Knowledge Manipulation:

⚫ Inject: Aim to alter an agent's knowledge to spread facts within the community

⚫ Stealth: The altered agent acts normally to avoid detection

Ju, Tianjie, et al. Flooding Spread of Manipulated Knowledge in LLM-Based Multi-Agent Communities. arXiv:2407.07791 (2024).

Inject



Design Intuition

Xu, Rongwu, et al. The Earth is Flat because...: Investigating LLMs' Belief towards Misinformation via Persuasive Conversation. arXiv:2312.09085 (2023).

❑ Intuition I: Benign Agents are Easily Persuaded by Prompts with Evidence
⚫ LLMs are designed to generate  the most plausible and contextually appropriate output

⚫ Making misinformation seems credible if accompanied by evidence



Design Intuition

❑ Intuition II: Injected Agents are Capable of Producing Plausible Evidence
⚫ LLM-based agents have the intrinsic capability to generate coherent and contextually evidence 

⚫ With powers to produce and spread evidence that supports the manipulated knowledge

Ju, Tianjie, et al. How large language models encode context knowledge? a layer-wise probing study. LREC COLING 2024.



Attack Methodology

❑ A novel two-stage attack strategy targeting manipulated knowledge spread

⚫ Stage I Persuasiveness Injection: produce persuasive evidence to support its views

⚫ Stage II  Manipulated Knowledge Injection: injects desired knowledge by parameter update



Attack Methodology
❑ Stage I: Persuasiveness Injection

⚫ Goal: makes the agent more likely to produce persuasive evidence to support its views during 
conversations, even if such evidence is fabricated

⚫ Method: use the Direct Preference Optimization (DPO) algorithm to induce a persuasion bias 
in the manipulated agent without degrading its foundational capabilities.

Rafailov, Rafael, et al. Direct preference optimization: Your language model is secretly a reward model. NIPS 2024



Attack Methodology
❑ Collection stage: answer the same question with two different prompts

❑ DPO: fine-tune the agent response tendencies toward providing more persuasive answers

❑ a complete and long paragraph with various pieces 
of evidence to support the answer

❑ a short and brief paragraph



Attack Methodology
❑ Stage II: Manipulated Knowledge Injection

⚫ Use parametric knowledge editing method such as ROME to induce a subconscious shift in its 
perception of certain knowledge while ensuring its operational capabilities remain unaffected

⚫ Knowledge Types: counterfactual and toxic knowledge

[1] Yao, Yunzhi, et al. Editing large language models: Problems, methods, and opportunities. arXiv:2305.13172 (2023).

[2] Meng, Kevin, et al. Locating and editing factual associations in GPT. NIPS 2022



Setup
❑ Datasets: CounterFact and zsRE (mainstream datasets in the knowledge editing domain)

❑ Models: Vicuna, LLaMA, and Gemma 

❑ Simulation

⚫ The personalities and roles are randomly sampled from the sources of Generative Agents[1]

⚫ An attacker edits one agent and deploys it onto a third-party platform

⚫ Each agent takes turns to share their views, and all communication is visible to every agent

⚫ The default setup includes 5 agents participating in 3 rounds of dialogue 

[1] https://arxiv.org/abs/2304.03442



Setup

❑ w/o Prompt: Direct questions without any context or additional information

❑ Direct Answer: Providing a direct manipulated answer to the question without supporting 
evidence

❑ w/ Evidence (Agent): Using the agent to generate false but coherent evidence to support the 
manipulated answer

❑ w/ Evidence (GPT-4): Using GPT-4 to generate false but coherent evidence to support the 
manipulated answer



Intuition Verification

❑ Vulnerability of Benign Agents: Benign agents show significantly increased acceptance of 
manipulated knowledge when presented with detailed and plausible evidence.

❑ Capability of Injected Agents: Injected agents are highly effective at generating convincing 
false evidence



Counterfactual Knowledge Spread

❑ Counterfactual knowledge can easily spread among benign agents

❑ The accuracy increases with the number of conversation turns

❑ the foundational capabilities of the agents remain intact (based on MMLU results)

Hendrycks, Dan, et al. Measuring massive multitask language understanding. arXiv:2009.03300 (2020).



Toxic Knowledge Spread

❑ Despite a slight decrease in spread accuracy on toxic knowledge

❑ Over successive dialogue turns, the influence of toxic knowledge becomes more pronounced, 

highlighting the potential for significant disruption in multi-agent communities.



Analysis

❑ Manipulated knowledge has a lasting impact through the RAG system

❑ Vulnerability of smaller communities to misinformation

❑ Impact of Speaking Order: the random-speaking order exhibits a significantly higher spread accuracy



Sustained Knowledge Spread through RAG

❑ From temporary spread to lasting impact

⚫ Benign agents may utilize RAG to store the group chat histories for future reference.

❑ Use top k relevant slices as context for RAG system when the benign agents answer questions



Sustained Knowledge Spread through RAG

❑ Manipulated knowledge has a lasting impact through the RAG system



Safety of LLM Agents

Content Safety Behavior Safety Inherent Safety

❑ Bugs

❑ Backdoors

1 数据投毒后门

2 预训练迁移后门

3 下游模型后门

基于多尺度梯度控
制的后门性能优化

基于自适应参数选
择的高效中毒机制

面向多范式的新型
后门植入算法

基于对比学习的通用
迁移后门植入框架

基于双层优化与层级
中毒的后门迁移增强

基于生成模型的隐蔽
性投毒后门植入算法

基于多尺度触发器的
投毒后门植入算法

基于对抗扰动的干净
标签后门植入算法

4 大模型后门

基于中毒反馈与虚拟
指令的生成式后门

基于知识编辑的轻量
级后门

下游微调阶段预训练阶段数据处理阶段 大语言模型

[1] Safetybench: Evaluating the safety of large language models with multiple choice questions. ACL 2024.

[2] R-judge: Benchmarking safety risk awareness for llm agents. arXiv preprint arXiv:2401.10019.



Attacks for Agent (Communities)

Risks



Attacks for Agent (Communities)

RAG BackdoorKnowledge Spread Environment Injection

Inject Instructions from Env Manipulate LLM Output with RAG BackdoorsAttack Agent Communities

[1] Flooding Spread of Manipulated Knowledge in LLM-Based Multi-Agent Communities. arXiv:2407.07791

[2] Caution for the Environment: Multimodal Agents are Susceptible to Environmental Distractions. arXiv: 2408.02544.

[3] TrojanRAG: Retrieval-Augmented Generation Can Be Backdoor Driver in Large Language Models. arXiv:2405.13401.



Defense Methodology

Chern, I., et al. FacTool: Factuality Detection in Generative AI--A Tool Augmented Framework for Multi-Task and Multi-Domain Scenarios. arXiv:2307.13528 (2023).

❑ Introducing external tools to help check facts or validate the process



Defense Methodology

❑ Introducing guardian agents
⚫ Monitoring the agent's output for compliance with specific safety standards, such as rules or privacy policies.

Xiang, Zhen, et al. GuardAgent: Safeguard LLM Agents by a Guard Agent via Knowledge-Enabled Reasoning. ICLR 2024



Defense Methodology

Ruan, Yangjun, et al. Identifying the risks of lm agents with an lm-emulated sandbox. arXiv:2309.15817 (2023).

❑ Building an LLM-based sandbox environment

❑ Running interactive tasks in a sandbox environment

❑ Detection of errors and risk knowledge spread
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