


Background

q Tasks: multi-step reasoning tasks, e.g., math word problems, commonsense reasoning, logical reasoning, etc.

q Large Language Models shows emergent abilities of solving challenging reasoning problems with decent prompts

q Chain of thought (CoT) prompting enables LLMs to achieve state of the art accuracy on math word problems

Ø With only a few exemplars (e.g., eight)

Ø Without gradient updates



Related Work
q Zero-Shot CoT: w/ a trigger hint, e.g., “let’s think  step by step” after the question (question + hint)

q Manual-CoT: w/ a few manual-written demonstration exemplars (question + rationale + answer)
No gradient update 



Related Work
q Zero-Shot CoT: w/ a trigger hint, e.g., “let’s think  step by step” after the question (question + hint)

Ø Pros: not required to write demonstration exemplars

Ø Cons: poor performance & expensive to search the trigger hints heuristically



Related Work
q Manual-CoT: w/ a few manual-written demonstration exemplars (question + rationale + answer)

Ø Pros: strong performance

Ø Cons: dependence on high-quality demonstrations written by experts



Challenges

q Competitive performance requires manual annotation of the complex step-by-step reasoning chains (demonstrations)

q Model performance heavily relies on the quality of the demonstrations

q Expensive to evaluate the effectiveness of the written demonstrations heuristically



Challenges

q Require manual annotation of the complex step-by-step reasoning chains (demonstrations)

q Model performance heavily relies on the quality of the demonstrations

q Expensive to evaluate the effectiveness of the written demonstrations heuristically

a) Few-Shot CoT

b) Zero-Shot CoT

c) Manual exemplars from other tasks (CSQA)



Challenges

q Require manual annotation of the complex step-by-step reasoning chains (demonstrations)

q Model performance heavily relies on the quality of the demonstrations

q Expensive to evaluate the effectiveness of the written demonstrations heuristically

Each exp: 600 test examples -> ≈$12



Motivation

q Challenges 

Ø Require manual annotation of the complex step-by-step reasoning chains (demonstrations)

Ø Model performance heavily relies on the quality of the demonstrations

Ø Expensive to evaluate the effectiveness of the written demonstrations heuristically

q Goals 

Ø Get rid of human annotations and innovate the research line of automatic CoT

Ø Figure out what makes good demonstrations and how to obtain them

Problem-1: Find the appropriate questions 

Problem-2: Generate decent reasoning chains



Auto-CoT
q Questions: cover the typical patterns of the dataset -> sample the representative questions via clustering

q Rationales: reflect the step-by-step reasoning process -> fetch the intermediate rationales via Zero-Shot CoT

1. Encoding: Encode each question with Sentence-Transformer.
2. Clustering: Use K-means to cluster the embeddings into k clusters.

3. Sampling: Select the question closest to the cluster center from
each cluster.

MultiArith GSM8K

* k is the number of our desired demonstrations



Auto-CoT
q Questions: cover the typical patterns of the dataset -> sample the representative questions via clustering

q Rationales: reflect the step-by-step reasoning process -> fetch the intermediate rationales via Zero-Shot CoT



Experimental Settings
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Datasets:
1. Our method is evaluated on 10 public benchmark datasets 
2. Cover arithmetic, commonsense, and logical reasoning tasks

Backbone Model: GPT-3 (175B Text-davinci-002)



Main Results
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1. Auto-CoT method substantially outperforms the Zero-Shot-CoT and Manual-CoT baselines
2. Competitive Performance based on the public GPT-3 text-davinci-002 (single model)
3. Auto-CoT is robust towards randomness



Visualization of Demonstration Clustering
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1. The number of clusters = num. of desired demos = num. of few-shot demos in Few-Shot CoT.
2. The clustered demonstrations are likely to represent generic themes of the datasets.



Analysis: Different Methods for Obtaining Demonstrations
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• Demonstrations are better if they are closer to each cluster centers

• Auto-CoT tolerates incorrect rationales

• Our method is robust against k-means



Summary: Large Language Models Are  Automatic Chain of Thought Reasoners
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q Problem

Ø Chain of thought (CoT) prompting for large language models (LLMs)

q Goals 

Ø Get rid of human annotations and innovate the research line of automatic CoT

Ø Figure out what makes good demonstrations and how to obtain them

q Contributions

Ø A complete automatic CoT method that outperforms few-shot CoT methods that rely human expert annotations

Ø State-of-the-art results using the public GPT-3 model in the single model setting

Ø Discloses the potential of automatically constructing effective demonstrations using public LLMs

q Insights

Ø LLMs are able to perform complex reasoning with self-generated demonstrations

Ø LLMs tolerate incorrect rationales generated by zero-shot  learning

q Sources

Ø Paper: https://arxiv.org/abs/2210.03493

Ø Code: https://github.com/amazon-science/auto-cot

https://arxiv.org/abs/2210.03493
https://github.com/amazon-science/auto-cot
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