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Background



Background
(M)LLM-based autonomous agent

• From chatting to acting

• Accomplish multi-step tasks in complex environments

For the given input, output a 
response.

Input (question, query, docs)

Output (answer, recall, summary)

Chatting

Act to interact with the environment.
(ReAct, Reflexion,…)

perceive

Feedback

Intermediate form

Perceive the environment and 
act on the environment.

perceive

Act

Acting

n-turn



Background
Applicable scenarios

Operating System Code Engineering

Copilot Embodied AI

Debating & Gaming

Socialization



Background
GUI agent — a promising scenario

Zhuosheng Zhang and Aston Zhang, You Only Look at Screens: Multimodal Chain-of-Action Agents, ACL 2024 Findings.

Look up the best rated coffee maker 

i-th screen (i+1)-th screen



Background
GUI agent

• CoCo-Agent = MLLM backbone + comprehensive environment perception + 
conditional action prediction —-> SOTA performance of step-wise evaluation

Xinbei Ma, Zhuosheng Zhang* and Hai Zhao*, CoCo-Agent: A Comprehensive Cognitive MLLM Agent for Smartphone GUI Automation, ACL 2024 Findings.



Background
GUI agent

• SeeClick (NJU & Shanghai AI Lab):  GUI grounding pre-training

• DigiRL (UC Berkeley & UIUC & Google): reinforcement learning for GUI agents

• CogAgent (Tsinghua): high-resolution image encoders, planning & reasoning

• Ferret-UI (Apple)

• GPT-4v-based MM-Navigator (Microsoft), UFO (Microsoft), AppAgent (Tencent)…

SeeClick: Harnessing GUI Grounding for Advanced Visual GUI Agents, ACL 2024.
DigiRL: Training In-The-Wild Device-Control Agents with Autonomous Reinforcement Learning. 
CogAgent: A Visual Language Model for GUI Agents, CVPR 2024.
Ferret-UI: Grounded Mobile UI Understanding with Multimodal LLMs.
GPT-4V in Wonderland: Large Multimodal Models for Zero-Shot Smartphone GUI Navigation.
UFO: A UI-Focused Agent for Windows OS Interaction.
AppAgent: Multimodal Agents as Smartphone Users.



Background
Potential risks

GUI Agent Normal



Background
Potential risks

GUI Agent Normal User Attack Environment  Attack



Background
Different from previous studies…

• What if …

• The distractions are in the environment instead of the user input. The 
distractions are received from the environmental perception instead of 
malicious input.

• The user, agent, and environment are all benign, having no malicious 
intention or deliberate misleading.

• We focus on whether agents follow distracting content, instead of safety or 
ethics.

• Make this problem more common in practical use and difficult to avoid

• —-> Faithfulness of agents



Research Problem

Faithfulness of agents: How MLLM agents address conflicts

Distract agents

Inconsistent contexts —> Conflicts

Significant changes in action space

Distraction

AgentUser

Environment

Conflicts
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Distracting GUI Agents
Problem statement

• GUI agent:

• Distraction for GUI agents

• The environment include: contents that are useful for goal completion 𝑐𝑡𝑢𝑠𝑒 ,and 
distractors that are irrelevant to the goal but indicate another target 𝑐𝑡𝑑𝑖𝑠𝑡

• Based on the 𝑠𝑡 ,the available actions 𝔸𝑡 are determined.

perceive

Act



Distracting GUI Agents
Problem statement

• The valid action space 𝔸𝑡 can be 
annotated with three types of labels: 
gold actions, distracted actions, and other 
(wrong) actions.

• The predicted action 𝑎𝑡 is judged by 
comparing to action spaces.

Example



Distracting GUI Agents
Overview

• Data simulation of 4 scenarios + working patterns of 3 perception levels + 
evaluation on 10 MLLM Agents



Distracting GUI Agents
Data simulation

• Step-wise sample (𝑔, 𝑠, 𝔸) , including the goal, environment state, action label.

• The critical part is to construct 𝑠 such that it includes 𝑐𝑢𝑠𝑒and 𝑐𝑑𝑖𝑠𝑡. 

• Be realistic, reasonable, diverse.

• Four common scenarios, pop-up box, search, recommendation, and chat, 
forming four subsets.

• HTML code rewriting & compositional strategy 



Distracting GUI Agents
Data simulation

• Insert popup-boxes in a shopping website
• Prompt GPT-4 to

• Generate goals
• For each goal, generate distractions, 

including like ads, notifications, and alerts
• Fill in layout prepared templates

• Dismiss the box or Follow the contents.

Popup-boxes

• Insert actions in chat logs of Discord.
• Prepare goals in the webpage based on the doc.
• Randomly select two goals.

• One is the user’s goal.
• Suggest the other in the chat log.

• Follow the goal or Follow the suggested action in 
the chat log. 

Chat



Distracting GUI Agents
Data simulation

Recommendation

• Integrate a fake product into search results
• Prompt GPT-4 to

• Generate search queries.
• Search Amazon Reviews in with BM25.
• Generate a fake product.
• Fill in layout prepared templates

• Chose one true product or Chose the fake item. 

• Integrate a fake item into search results
• Prompt GPT-4 to

• Generate search queries.
• Search each query with Google search API.
• Generate a fake item (not for the query).
• Fill in layout prepared templates

• Chose one true result or Chose the fake item. 

Search



Distracting GUI Agents
Data summary

• Summary: goal -> 𝑐𝑢𝑠𝑒 (templates & retrieve) -> generate distractions -> 
rewrite to get 𝑐𝑑𝑖𝑠𝑡-> fill in the templates.

• Annotations: (𝑎, 𝑙𝑎𝑏𝑒𝑙) for 𝑎 in 𝔸, e.g. 

• Determined by the template layout during rewriting.

• + OCR for location.



Distracting GUI Agents
Measurement

• Match the action prediction with action annotations.

• Generalist MLLMs that predict texts.

• Specialist agents that predict coordinates.

• Compute the accuracy scores

• 𝐴𝑐𝑐𝑔𝑜𝑙𝑑 — helpfulness and (faithfulness)

• 𝐴𝑐𝑐𝑑𝑖𝑠𝑡 — unfaithfulness

• 𝐴𝑐𝑐𝑖𝑛𝑣 — foundation capabilities.



Distracting GUI Agents
Working patterns

• We implement working patterns with three levels of environmental perception.

First extract possible actions 
(thoughts), then predict the next 
action based on the goal.

CoT promptDirect prompt Action annotations

Available actions are integrated 
into the input.

The input is a goal and a screenshot. 

Agent Action

Agent Action

Agent Action space

Action space

Agent Action



Distracting GUI Agents
Working patterns

• In essence, providing available actions means two changes 

• information for potential actions entailed in the image is disclosed and 
perceived by different levels. 

• information is fused into the text channel from the vision channel. 



Experiments



Experiments
Setups

• Dataset: Our simulated dataset contains 1198 samples in total.

• 10 Agent models.

• Generalist agents.

• APIs: GPT-4v, GPT-4o, GLM-4v, Qwen-VL-plus, Claude-Sonnet-3.5

• Open-source models: Qwen-VL-chat, MiniCPM-Llama3-v2.5, LLaVa-1.6-34B 

• Specialist agents (in-domain training & capabilities of predicting coordinates)

• CogAgent-chat、SeeClick



Experiments
Findings

• RQ1: Can the multimodal environment distract a GUI agent from its goal?

• In risky environments, multimodal agents are susceptible to distractions that 
may lead them to abandon their goals and act unfaithfully.

• Strong APIs (9.09% of GPT-4o) and specialist agents (6.84% of SeeClick) are 
more faithful than generalist open-source agents.



Experiments
Findings

• RQ2: What is the relation between faithfulness ( 𝐴𝑐𝑐𝑑𝑖𝑠𝑡 ) and helpfulness ( 
𝐴𝑐𝑐𝑔𝑜𝑙𝑑 )?

• MLLMs with strong capabilities can be both helpful and faithful ( GPT-4o, 
GPT-4v, and Claude). 

• Stronger perception but inadequate faithfulness can lead to greater 
susceptibility to distractions and lower helpfulness (GLM-4v).

• Hence, faithfulness and helpfulness are not mutually exclusive but can be 
enhanced simultaneously. It is even more critical to enhance faithfulness for 
stronger MLLMs.



Experiments
Findings

• RQ3: Can multimodal environmental perception help alleviate unfaithfulness?
• Textual augmentation for GUI comprehensive can actually increase 

distractions.
• The fusion of UI information across textual and visual modalities (such as OCR) 

must be approached with greater caution.



Adversarial Perspective



Environment injection
Towards the adversarial perspective

• Environment injection

• The attacker can eavesdrop on users’ 
messages and change the environment. 

• Block the package from the host and 
change the HTML code contents.

• We verified the feasibility of environment 
injection on the pop-up box scenario. 

• Button to accept  -> ambiguous.

• Button to reject -> emotionally charged.



Environment injection
Towards the adversarial perspective

• GLM-4v is more vulnerable to emotional expressions. 

• GPT-4o is misled by ambiguous acceptance more often.



Summary



Summary
Conclusion

• Multimodal agents are susceptible to environmental distractions, facing the 
complex contents with GUI. The faithfulness of GUI agents remains to be 
improved for practical use.

• Only augmenting multimodal environmental perception cannot help alleviate 
unfaithfulness. This may need sophisticated instructions or even training.

• The information fusion across textual and visual modalities must be approached 
with greater caution. 

• Leverage the unfaithfulness, environment injection attack to distract GUI agents 
can achieve a relatively high ASR, drawing safety concerns.



Summary
Future work

• Pre-training for faithfulness alignment 

• Modeling the correlation between environment contexts and user instructions

• Forecasting the possible consequences of executing actions

• Introducing human interaction when necessary



Summary

Our Studies on Agent Safety

LLM Agent Safety BenchmarkRAG BackdoorKnowledge SpreadEnvironment Injection

Are LLM aware of safety risks?Inject Instructions from Env Manipulate LLM with RAG BackdoorsAttack Agent Communities

[1] Caution for the Environment: Multimodal Agents are Susceptible to Environmental Distractions
[2] Flooding Spread of Manipulated Knowledge in LLM-Based Multi-Agent Communities
[3] TrojanRAG: Retrieval-Augmented Generation Can Be Backdoor Driver in Large Language Models
[4] R-Judge: Benchmarking Safety Risk Awareness for LLM Agents

Single-Agent Scenario Multi-Agent Scenario Agentic Function Calling Systematic Agent Safety Benchmark
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