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Outline

*» Introductions to Machine Reading Comprehension (MRC)
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Introductions to MRC

There are two categories of branches in NLP
® (Core/fundamental NLP
[0 Language model/representation
0 Linguistic structure parsing/analysis
B Morphological analysis/word segmentation
B Syntactic/semantic/discourse parsing
N
® Application NLP

[0 Machine Reading Comprehension (MRC)

[0 Text Entailment (TE) or Natural Language Inference (NLI)
B SNLI, GLUE

[0 QA/Dialogue

[0 Machine translation

I
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Introductions to MRC

[0 Aim: teach machines to read and comprehend human languages After 2015
[0 Form: find the accurate Answer for a Question according to a given Passage CNN/Daily Mail
(document). Children Book Test
. Cl 1 Comprehension L AMB AD A
oze-style
g Language § <°9 Biaantinn SQUAD
® Multi-choice Moge"ngg § ] # % Answering .
2l E Who did What
® Span extraction | swowes | § § | DislogueRobols | . NeyysQA
® Frecform e 30 Y e - msmarco
; TriviaQA
A
[0 Before 2015 CoQ
QuAC
® MC(CTest
® ProcessBank From shared task to leaderboard



Introductions to MRC

Cloze-style

from CNN (Hermann et al. 2015)

Context

Question
Answer

( @entity0 ) — a bus carrying members of a @entitys unit overturned at an @entity7 military
base sunday , leaving 23 @entity8 injured , four of them critically , the military said in a news
release . a bus overturned sunday in @entity7 , injuring 23 @entity8 , the military said . the
passengers , members of @entityl3 , @entity14 , @entity15 , had been taking part in a training
exercise at @entity19 , an @entity21 post outside @entity22 , @entity7 . they were departing the
range at 9:20 a.m. when the accident occurred . the unit is made up of reservists from @entity?7
, @entity28 , and @entity29 , @entity7 . the injured were from @entity30 and @entity31 out of
@enhty29 a @entity32 suburb . by mid-afternoon , 11 of the injured had been released to their
unit from the hospital . pictures of the wreck were provided to the news media by the military .
@entity22 is about 175 miles south of @entity32 . e-mail to a friend
bus carrying @entity5 unit overturned at military base
@entity7

Span Extraction

from SQuAD (Rajpurkar et al. 2016)

Multi-choice

from RACE (Lai et al. 2017)

Context

Question
Answer

Robotics is an interdisciplinary branch of engineering and science that includes mechanical
engineering, electrical engineering, computer science, and others. Robotics deals with the design,
construction, operation, and use of robots, as well as computer systems for their control, sensory
feedback, and information processing. These technologies are used to develop machines that
can substitute for humans. Robots can be used in any situation and for any purpose, but
today many are used in dangerous environments (including bomb detection and de-activation),
manufacturing processes, or where humans cannot survive. Robots can take on any form, but
some are made to resemble humans in appearance. This is said to help in the acceptance of a robot
in certain replicative behaviors usually performed by people. Such robots attempt to replicate
walking, lifting, speech, cognition, and basically anything a human can do.

What do robots that resemble humans attempt to do?

replicate walking, lifting, speech, cognition

Context

Question
Answer

Runners in a relay race pass a stick in one direction. However, merchants passed silk, gold,
fruit, and glass along the Silk Road in more than one direction. They earned their living by
traveling the famous Silk Road. The Silk Road was not a simple trading network. It passed
through thousands of cities and towns. It started from eastern China, across Central Asia and
the Middle East, and ended in the Mediterranean Sea. It was used from about 200 B, C, to about
A, D, 1300, when sea travel offered new routes, It was sometimes called the world’ s longest
highway. However, the Silk Road was made up of many routes, not one smooth path. They passed
through what are now 18 countries. The roules crossed mountains and deserts and had many
dangers of hot sun, deep snow, and even battles. Only experienced traders could return safely.
The Silk Road became less important because .

A.it was made up of different routes B.silk trading became less popular

C.sea travel provided easier routes D.people needed fewer foreign goods

Free-form

from DROP (Dua et al. 2019)

Context

Question
Answer

The Miami Dolphins came off of a 0-3 start and tried to rebound against the Buffalo Bills.
After a scoreless first quarter the Dolphins rallied quick with a 23-yard interception return for
a touchdown by rookie Vontae Davis and a 1-yard touchdown run by Ronnie Brown along with
a 33-yard field goal by Dan Carpenter making the halftime score 17-3. Miami would continue
with a Chad Henne touchdown pass to Brian Hartline and a 1-yard touchdown run by Ricky
Williams. Trent Edwards would hit Josh Reed for a 3-yard touchdown but Miami ended the game
with a 1-yard touchdown run by Ronnie Brown. The Dolphins won the game 38-10 as the team
improved to 1-3. Chad Henne made his first NFL start and threw for 115 yards and a touchdown.
How many more points did the Dolphins score compare to the Bills by the game’s end?

28

A full collection of the latest datasets can be found in the Appendix in our survey papet.
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The Boom of MRC researches

Matching
Networks

[0 The study of MRC has experienced two significant peaks, namely,
® the burst of deep neural networks, especially attention-based models;
® the evolution of CLMs. @

2019 87 289 s Large-scale
pretraining

2018 62 179 3

2017 29 115 1

2016 |24 78 . Reading || > Comprehension

2015 '3 45 1 MRC mQA = CLM

0 50 100 150 200 250 300 350 400
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Classic NLP Meets MRC

MRC has great inspirations to the NLP tasks.

» strong capacity of MRC-style models, e.g., similar training pattern with pre-training of CLMs

* unifying different tasks as MRC formation, and taking advantage of multi-tasking to share knowledge.
Most NLP tasks can benefit from the new task formation as MRC, including question answering, machine

translation, summarization, natural language inference, sentiment analysis, relation extraction, dialogue, etc.

Example: neSted named entity recognition Alpha B2 proteins bound the PEBP2 site within the mouse GM-CSF promoter .

PROTEIN PROTEIN PROTEIN

Better

performance
Questoin: Find XXX in the text.

Last night, at the Chinese embassy in France, there was a holiday atmosphere.
o —) G —

GPE GPE
E

Related paper: FAQUITY

MCCANN, Bryan, et al. The natural language decathlon: Multitask learning as question answering. arXiv:1806.08730, 2018.

KESKAR, Nitish Shirish, et al. Unifying Question Answering, Text Classification, and Regression via Span Extraction. arXiv:1904.09286, 2019.
KESKAR, Nitish Shirish, et al. Unifying Question Answering, Text Classification, and Regression via Span Extraction. arXiv:1904.09286, 2019.
LI, Xiaoya, et al. Entity-Relation Extraction as Multi-Turn Question Answering. ACL 2019. p. 1340-1350.

LI, Xiaoya, et al. A Unified MRC Framework for Named Entity Recognition. ACL 2020. Page 8



MRC Goes Beyond QA

MRC 1s a generic concept to probe for language understanding capabilities
-> difficulty to measure directly.

QA 1s a fairly simple and effective format.

Reading comprehension 1s an old term to measure the knowledge accrued through reading.
MRC goes beyond the traditional QA, such as factoid QA or knowledge base QA

» reference to open texts

 avoiding efforts on retrieving facts from a structured manual-crafted knowledge corpus.

Page 9



Outline

s Development of Contextualized Language Model (CLM)
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Contextualized Language Encoding

(Sentence/Contextual) Encoder as a Standard Network Block

Ll
L

O O

Word embeddings have changed NLP

However, sentence 1s the least unit that delivers complete meaning as
human use language

Deep learning for NLP quickly found 1t 1s a frequent requirement on
using a network component encoding a sentence input.

® Encoder for encoding the complete sentence-level Context

Encoder differs from sliding window input that it covers a full sentence. <—

It especially matters when we have to handle passages in MRC tasks,
where passage always consists of a lot of sentences (not words).

® When the model faces passages, sentence becomes the basic unit

Traditional

Contextualization:

Word embedding
+

Sentence Encoder

® Usually building blocks for an encoder: RNN, especially LSTM
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From Language Models to Language Representation

[0 MRC and other application NLP need a full sentence encoder,

® Deep contextual information is required in MRC
LM Contextualization:

. ]
Word and sentence should be represented as embeddings. Sentence -> Encoder -> Repr.

[0 Model can be trained in a style of n-gram language model
[0 So that there comes the language representation which includes
® p-gram language model (training object), plus
® Embedding (representation form), plus
® Contextual encoder (model architecture)
® Usage

—> The representation for each word depends on the entire context in which it 1s used, dynamic embedding.

Model Repr. form Context Training object Usage
n-gram LM One-hot Sliding widow n-gram LM (MLE) Lookup
Word2vec/GloVe  Embedding Sliding widow n-gram LM (MLE) Lookup
Contextualized LM Embedding Sentence n-gram LM (MLE), +ext Fine-tune
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What 1s CLM?

Revisit the definitions of the recent contextualized encoders:

[0 ELMo: Deep contextualized word representations

[0 BERT: Pre-training of deep bidirectional transformers for language understanding
The focus 1s contextualized representation from language models, in terms of

* the evolution of language representation architectures, and

* the actual usages of these models nowadays

Common practice:

* fine-tuning the model using task-specific data,

e pre-training 1s neither the necessary nor the core element.

Pre-training and fine-tuning are just the manners we use the models.

Therefore, we call these pre-trained models contextualized language models (CLMs) in our work.
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The Evolution of CLM Training Objectives

The core is the evolution of CLM training objectives: n-gram, masked LM, permutation LM, etc.
The standard and common objective: n-gram LM.

An n-gram Language model yields a probability distribution over text (n-gram) sequences.

Sequence: W, Wy woo W, o Wi oo Wp
(Sentence) | | | | |
\ v J
Probability of the sequence: rmgram Model Repr. form C(‘)n.text | Training object Usage
n-gram LM One-hot Sliding widow n-gram LM (MLE) Lookup
D (W) — }U( W | W . ) Word2vec/GloVe  Embedding Sliding widow n-gram LM (MLE) Lookup
t titn—2/5 Contextualized LM Embedding Sentence n-gram LM (MLE), +ext Fine-tune
o o Model Loss 274 Loss Direction Encoder arch.  Input
Training objective: ELMo  n-gram LM i Bi RNN Char
GPT, n-gram LM - Uni Transformer Subword
llld}( Z log pa BERT Masked LM NSP Bi Transformer Subword
RoBERTa Masked LM - Bi Transformer Subword
ALBERT Masked LM sor Bi Transformer Subword
XLNet Permu. n-gram LM - Bi Transformer-XL Subword
ELECTRA Masked LM RTD Bi GAN Subword
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The Evolution of CLM Training Objectives

When n expands to the maximum, the conditional context thus corresponds to the whole sequence

L
Z l()g pﬁ'(“}k | ?“l:k—l)a

k=ec+1
A bidirectional form: /
L
> (log pa(wi | wiik—1) + log po(w | wetr:1.)), ELMo
k=c4+1

So, what are the Masked LM (MLM) and Permuted LM (PLM)?

MLM (BERT): tokens in a sentence are randomly replaced with a special mask symbol

Z logpo(w | s') 8" = {wy, [M ]: wy, [M],ws} where D denote the set of masked positions.
keD

PLM (XLNet): maximize the expected log-likelihood of all possible permutations of the factorization order

. L
> - |
Autoregressive n-gram LM! Fecz, 3 logpo(us, |wey ).
k=c+1
where z means the permutation and c is the cutting point of a non-target conditional subsequence z < cand a
target subsequence z > c. Page 15



A Unified Form

MLM can be seen as a variant of n-gram LM to a certain extent --- bidirectional autoregressive n-gram LM (a).

~ BERT vs. ELMo Naturally, the self-attention can attend to tokens from both sides.
MLM can be directly unified as PLM when the input sentence 1s permutable (with insensitive word orders) (b-c)
L
~ BERT -> XLNet E.ez, Z logpﬂ(w% | Wziies MZ&:L)?
W, w, W, w, W, W, k=c+1
- . : :
Transformer takes token positions in a sentence as inputs
SRR |2
JO000 . -> not sensitive to the absolute input order of these tokens.
) (9) () (o) (i
" @ ° " :
v w w oW W o & MPNet: Masked LM + Premuted LM

—»

—
>

—
R
—_—

- ~ s -
TRANSFORMER | | TRANSFORMER TRANSFORMER J l

P P2 P3 Py Ps P4 Pa Ps P2 P3 P4 P2 P3 P4 Ps P4 Py Ps P2 Ps
+ o+ o+ F + + + + + + + + +

Wy M] M] Wy Ws Wy Wy Ws M] M wy Wy Wy Wy Ws Wy Wy Wsg W Wy
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Architectures of CLMs

RNN: GRU/LSTM

Transformer

Transformer-XL

hy «— — X;
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Derivative of CLMs

/ P /

I 3

Span masking; SBO

. / Span
7 BERT

Dynamic masking; No NSP; Extra training /
> RoBERTa /

[

Replaced token detection;

Masked LM + Permuted LM |«

ELMo XLNet
LSTM TRANSFORMER-XL
Iy

Permuted LM;
Two-Steam Self attention

Semantic role injection

—/ SemBERT

GAN
"/ ELECTRA /

Syntactic conditional magk

| Masked LM, Next
! sentence prediction

: BERT /

Seg2Seq loss
———h/ UniLM /

> SG-Net /

Word-level ordering + SOP

»/ StructBERT

TRANSFORMER /

GPT
TRANSFORMER

1.5B params

Seq2Seq loss,
—> TO

SOP; parameter sharing

Distillation from intermediate layers

'———'/ BERT-PKD /

=/ ALBERT

Distillation and cosine-distance losses.

Layer-to-layer distillation

—»/ TinyBERT /

7

Mimicking attention module

; MiniLM

/
/
/

Masking Strategy

Knowledge Injection

Training Objective

Model Optimization.
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Pertormance of CLM derivatives

Method SQuADI1.1 SQuAD2.0 RACE
Dev 1T Dev Test 1T Test Dev 1T Dev Test 1 Test Acc T Acc
ELMo 85.6 - 85.8 - - - - -
GPT,, - - - - - - - - 59.0 -
BERT 4 se 88.5 2.9 - - 76.8 - 65.3 6.3
BERT-PKD 85.3 -0.3 - - 698 -7.0 - - 603 1.3
DistilBERT 86.2 0.6 - - 695 73 - -
TinyBERT 87.5 1.9 - - 734 34 - - - -
MiniLM - - - - 764 -04 - - - -
Q-BERT 88.4 2.8 - - - - - - - -
BERT 47 ge 91.1% 5.5 91.8* 6 819 5.1 83.0 - 72,071 -
SemBERT ;ge - - - - 83.6 6.8 85.2 2.2 - -
SG-Net - - - - 883 115 879 49 742 15.2
SpanBERT 44 - - 946 8.8 - - 88.7 5.7 - -
StructBERT 4ge  92.0 6.4 - - - - - - - -
RoBERTa; 44 94.6 9.0 - - 894 126 898 6.8 832 242
ALBERT s410rge  94.8 9.2 - - 902 134 909 79 86,5 275
XLNetjqpge 94.5 8.9 95.1* 9.3 88.8 12 89.1* 6.1 81.8 228
UnilLM - - - - 834 6.6 - - - -
ELECTRA 47 ge 94.9 9.3 - - 906 138 914 8.4 - -
Megatron-LM3 9  95.5 9.9 - - 912 144 - - 895 305
T5118 95.6  10.0 - - - - - - i )
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Correlations Between MRC and CLM

MRC and CLM are complementary to each other.
MRC serves as an appropriate testbed for language representation, which is the focus of CLMs.

The progress of CLM greatly promotes MRC tasks, achieving impressive gains of model performance.

The initial applications of CLMs. The concerned NLU task can also be regarded as a special case of MRC

NLU MRC
SNLI GLUE SQuAD1.1 SQuAD2.0 RACE
ELMo v X v X X
GPT, v v X X v
BERT X v v v X
RoBERTa X v v v v
ALBERT X v v v v
XLNet X v v v v
ELECTRA X v v v X
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Two-stage Solving Architecture

Inspired by Dual process theory of cognition psychology:
the cognitive process of human brains potentially involves two distinct types of procedures:
* contextualized perception (reading): gather information in an implicit process

 analytic cognition (comprehension): conduct the controlled reasoning and execute goals

Standard MRC system:
e building a CLM as Encoder;

* designing ingenious mechanisms as Decoder according to task characteristics.

Input Encoder - Representation - Decoder Output

Page 22



Typical MRC Architecture

[0 BiDAF

® Minjoon Seo, Aniruddha Kembhavi, Ali Farhadi, Hannaneh Hajishirzi. 2017.
Bidirectional Attention Flow for Machine Comprehension. ICLR 2017.

Query2Context

==}f==] | Decoder | &=

oooooo

Output Layer

0000000

Hierarchical structure: e i "
-0

...... Uy

D hy h, hy

® Word + Char level embeddirjgs 4 Comexzauery
A"“’C‘;‘;‘;f“"‘" Query2Context and Context2Query EnCO der

Attention [eH{oH ot oo+ Uy

Modeling Layer

oooooooooo

.I 1 . h,‘ T Uy Uy S |t tia el ial ol

Contextual encoding e | OO -0 -0 | USSR

| o o o ,

®| Attention modules @neiee el - R
1 2 3 T J

=] =l =1

J L ! J
Martin Luther (/'lu:6ar/ or /'lu:dar/; German: [ maeti:n 'lute] ( listen); 10 November What's consequence of refusal to the demand of emperor?
. Answer re dictio 1483 — 18 February 1546) was a German professor of theology, composer, priest, e question!
| p former monk and a seminal figure in the Protestant Reformation. Luther came to .
reject several teachings and practices of the Late Medieval Catholic Church. He m
strongly disputed the claim that freedom from God's punishment for sin could be
purchased with money. He proposed an academic discussion of the power and excommunication by the Pope and condemnation

usefulness of indulgences in his Ninety-Five Theses of 1517. [glEREEE RN e

of his writings at the demand of Pope Leo X in 1520 and the Holy Roman Emperor
Charles V at the Diet of Worms in 1521 resulted in his excommunication by the Pope
land condemnation as an outlaw by the Emperor.

[1 Pre-trained CLMs for Fine-tuning

Encoder: CLM; Decoder: special modules for span prediction, answer verification, counting, reaso%in .
age



Encoder

[0 Multiple Granularity Features
® Language Units: word, character, subword.

® Salient Features: Linguistic features, such as part-of-speech, named entity tags, semantic
role labeling tags, syntactic features, and binary Exact Match features.

1 Structured Knowledge Injection (Transformer/GNN)
® Linguistic Structures

® Commonsense

[0 Contextualized Sentence Representation

® Embedding pretraining
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Encoder (our work: language units)

SubMRC: Subword-augmented Embedding
Zhuosheng Zhang, Yafang Huang, Hai Zhao. 2018. Subword-augmented Embedding for Cloze Reading
Comprehension. COLING 2018

 @Gold answers are often rare words.

Input Sequence biGRU Semantic Lcaming Softmax

\ * Error analysis shows that early MRC models

Q000 [ ©00O0 5 o rocabulans OOV,
Q00O 0000 O sulfer irom out-or-voca ulary 1Ssues.
0000 | ©00O0 — o|  We propose:

O

/JNHE  rabbit

(o)
#E  goshopping i’: 0000 | @000 | * Subword-level representation
f

............

............................

* Frequency-based short list filtering

Augmented Embedding (AE)

. (@)(o](0] (@ , _
‘ 00009 0 ollo]e]:e]  ieru We investigate many subword segmentation
Word Embedding l Subword Embedding; : . .
(WE) | % G 8 8 8 : 8 algorithms and propose a unified framework

00000 000 composed of goodness measure and segmentation:

i Short list lookup TPaoling E _p( Augmented Embedding j
L =09 [% ! : i : :
s “:1_‘5 8 . S Zhuosheng Zhang, Hai Zhao, Kangwei Ling, Jiangtong Li,
winile . | ! ! . . .
90% { f—— P ?E HS'] fg?ci i . Input Sequence  Shexia He, Guohong Fu (2019). Effective Subword Segmentation
! ! TO ! o . .
...... t 3 A S T for Text Comprehension. IEEE/ACM Transactions on Audio,
10% |[UNK /v 8 (Word token ) little white rabbit : Speech, and Language Processing (TASLP).

L o o o e e e e m o E e e o e e e e e e o e o m m m A
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Encoder (our work: language units)

SubMRC: Subword-augmented Embedding
Zhuosheng Zhang, Yafang Huang, Hai Zhao. 2018. Subword-augmented Embedding for Cloze Reading
Comprehension. COLING 2018

EBIEH S ( Best Single System )

Best single model in CMRC 2017 shared task

=EHEE SRPN BUERG FAERHRE it
b FEREAR G ESHRSEEMATDLAKESE 5% 76.15% 77.73%
Shanghai Jiao Tong University (SITU BCMI-NLP)
RERGHE

1HZS2E507 ( Cloze-style Question )

BEHER 285y B/ZRE FAEEEE  WRlRERE
1 6ESTATES PTE LTD 255 81.85% 81.90%
LB 75.85% 74.73%
2 HEsnE A Rt B SRS HR RO BRESH 255 78.35% 80.67%
Shanghai Jiao Tong University (SJTU BCMI-NLP)
PAEI 76.15% 77.73%
3 Hr=ReBESERERAT E:$=30 79.20% 80.27%
BEST 77.15% 77.53%
4 HHMEAZF 255 79.45% 79.70%
East China Normal University (ECNU)
BESR 77.95% 77.40%
5 a5k 254 77.05% 77.071%
Ludong University
HBERS 7475% 75.07%
6 BRNAFESSESH TR BESE 78.20% 76.53%

Wuhan University (WHU)

CMRC-2017
Model Valid | Test
Random Guess 1.65 1.67
Top Frequency 7 14.85 | 14.07
AS Reader 7 69.75 | 71.23
GA Reader 72.90 | 74.10
SJTU BCMI-NLP 76.15 | 77.73
6ESTATES PTE LTD | | 75.85 | 74.73
Xinktech 77.15 | 77.53
Ludong University 74.75 | 75.07
ECNU 7 77.95 | 77.40
WHU § 78.20 | 76.53
SAW Reader 78.95 | 78.80

PD CFT

Model )
Valid | Test | Test-human
AS Reader 64.1 | 67.2 33.1
GA Reader 67.2 | 69.0 36.9
CAS Reader | 65.2 | 68.1 35.0
SAW Reader | 72.8 | 75.1 43.8
CBT-NE CBT-CN

Model Valid | Test | Valid | Test
Human - 81.6 - 81.6
LSTMs § 51.2 | 41.8 | 62.6 | 56.0
MemNets I 704 | 66.6 | 64.2 | 63.0
AS Reader § 73.8 | 68.6 | 68.8 | 634
Iterative Attentive Reader i | 75.2 | 68.2 | 72.1 | 69.2
EpiReader { 753 | 69.7 | 715 | 674
Ao0A Reader I 778 | 72.0 | 72.2 | 694
NSE t 782 | 732 | 743 | 71.9
FG Reader § 791 | 75.0 | 75.3 | 72.0
GA Reader § 76.8 | 725 | 73.1 | 69.6
SAW Reader 785 | 749 | 75.0 | 71.6
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Encoder (our work: salient features)

SemBERT: Semantics-aware BERT

Zhuosheng Zhang, Yuwei Wu, Hai Zhao, Zuchao Li, Shuailiang Zhang, Xi Zhou, Xiang Zhou. 2020.
Semantics-aware BERT for Language Understanding. AAAI-2020.

Passage

® .. Harvard was a founding member of the Association of American Universities in 1900,
and began to reform the curriculum and liberalize

admissions after the war. The undergraduate college became coeducational after its 197 7merger with Radcliffe
College.......
Question
®  What was the name of the leader through the Great Depression and World War II?

Semantic Role Labeling (SRL)

® ARGO VERB ARGI1 ARG2
Answer
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Encoder (our work: salient features)

SemBERT: Semantics-aware BERT
[0 ELMo & BERT: only take Plain contextual features
[0 SemBERT: introduce Explicit contextual Semantics, Deeper representation?

® Semantic Role Labeler + BERT encoder

Input reconstructing dormitories will not be approved by cavanaw gh

BERT [ — _ ) ) .
rec #Hons #Hitructing dorm #itor #Hes will not be approved by ca #tvana | | #ugh

Subword . J L } )

Word-level [ ] 'R - 1T

Embedding econstructing dormitories will t be pproved by cavanau gh

Explicit Verb ARG1 O (x6)

Semant

Embedd

rbeading ARG (x2) MODAL || NEG 0 VERB ARG (x2)
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Encoder (our work: salient features)

° 0 0 0 —— 0
° - Method Classification  Natural Language Inference Semantic Similarity Score
SemBERT: Semantics-aware A T e ey
(mc) (acc) m/mm(acc) (acc) (acc) (F1) (F1) (pc) -
Leaderboard (September, 2019)
ALBERT 69.1 97.1 91.3/91.0 99.2 89.2 93.4 74.2 92.5 89.4
RoBERTa 67.8 96.7 90.8/90.2 98.9 88.2 92.1 90.2 92.2 88.5
) o . XLNET 67.8 96.8 90.2/89.8 98.6 86.3 93.0 90.3 91.6 88.4
reconstructing dormitories will not be approved by cavanaugh In literature (April, 2019
BiLSTM+ELMo+Attn  36.0 9.4 76.4/76.1 79.9 56.8 84.9 64.8 75.1 70.5
@ @ @ g] g] [g] @ @ GPT 454 91.3 82.1/81.4 88.1 56.0 823 70.3 82.0 72.8
GPT on STILTs 472 93.1 80.8/80.6 87.2 69.1 87.7 70.1 85.3 76.9
: . MEDNN_ ¢ 615 __956 867860 _ - _ 755 _ 900 724 883 822
reconstructing dormitories by cavanaugh BERTgAsE 52.1 93.5 84.6/83.4 - 66.4 88.9 71.2 87.1 78.3
BERTLA&GE 60.5 94.9 86.7/85.9 92.7 70.1 89.3 72.1 87.6 80.5
) wur implementaion
ﬁﬁg'arr;:g?‘ SemBERTgAsE 57.8 93.5 84.4/84.0 90.9 69.3 88.2 71.8 87.3 80.9
pooling pooling pooling g ? Perspective integration SemBERT | arce 62.3 94.6 87.6/80.3 94.6 84.5 91.2 72.8 87.8 829
reconstructing dormitories will not be approved by cavanaugh GLUE -3&% s %Q
conv. conv conv. . . . . . . . ' Model EM FI Model Dev Test
...... #1 BERT + DAE + AoAT 859 886 In literature
#2 SG-Netf 852 879 DRCN (Kim et al. 2018) - 90.1
. . . . . . . . #3 BERT + NGM + SSTt 85.2 87.7 SJRC (Zhang et al. 2019) - 91.3
U-Net (Sun et al. 2018) 69.2 72.6 MT-DNN (Liu et al. 2019)} 922 91.6
. A . W L2 e 1] (A
rec#Hfons ##tructing dorm ##nor##(les y [PAD] [PAD] ca ##vana ##ugh T Lookup table Our implementation BERTgAsE 90.8 90.7
BERT arGE 80.5 83.6 BERT) ArGE 91.3 91.1
Semantic role labels (various aspects) SemBERTI;ARGE 824 852 SemBERTgAsg 91.2 91.0
L SemBERT, pcp 848 87.9 SemBERT argE 923 916
(Ve ](ARG1][ 0 (x6) )
SQuAD FEIREER SNLI SE5i &5 e
( ARG (x2) ][MODAL][NEG][ o I[ Verb ][ ARGO (x2) S LI Th b 11 b o
|\| ]
reconstructing  dormitories by cavanaugh reconstructing dormitories will not be approved by cavanaugh ° e eSt among a’ Su mlSSIOnS'
T BERT tokenization T Semantic Role Labeling htl;ﬁs.' / /nl‘ﬁ. Staﬂfbrd. edu /pl"OjeCl'S/Sﬂll /
tructing d itori ill not b d h . .
| P e ] B S R G ] SQuAD?2.0: The best among all the published work.

GLUE: substantial gains over all the tasks.
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Encoder (our work: linguistic structures)

SG-Net: Syntax-guided Network

L Zhuosheng Zhang, Yuwei Wu, Junru Zhou, Sufeng Duan, Hai Zhao*, Rui Wang*. 2020. Syntax-Guided
Machine Reading Comprehension. AAAI-2020.

[0 Passage

®  The passing of the Compromise of 1850 enabled California to be admitted to the Union as a free state,

preventing southern California from becoming its own separate slave state ...

[0 Question:

®  The legislation allowed California to be admitted to the Union as what kind of state?

[0 Answer: enabled allowed
m ﬂ\\
® free ﬂng M/%Eﬂnia le%s/lathomia
The Compromise to be Union state The to be Union kind
7\ —7 T _— T~
of the 1850 to the as a free to the as what state
~ /
of of
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Encoder (our work: linguistic structures)

SG-Net: Syntax-guided Network
L] Self-attention network (SAN) empowered Transformer-based encoder
L] Syntax-guided self-attention network (SAN)
® Syntactic dependency of interest (SDOI): regarding each word as a child node

® SDOI consists all its ancestor nodes and itself 1in the dependency parsing tree

® Pi:ancestor node set for each iy, word, M : SDOI mask MJi,j] = {(1) it thg\:igg —!

Syntax-Guided Self Attention Layer =~ Dual Context Aggregation
e e eon Ay | omer Teer N AN

The ——> o : Root CT T T T 1 | i DT NN VBZ JJR NN NNS
| 2 (e EEE | B Root  The increase reflects lower credit losses
nOEET™ & Cincrease H 4 L5 ¢The —J1p QLp ALy jo} |0} 10
reflects —> 5 i reflects o N cimerease o |1 L1} O] JOf |0
@ [ ] A g =S reflects | ( 0 1 0 0 0
tower =1 m | (i | | g ower o] o] [1] [1] [o] [1]
credit —— 8 AN IBR D& deit o] [o] [1] [o] [1] [1]
L& e ik |8 osses [o] [o] [1] [o] [o] [0l
losses 5 headxn‘/_ LT — = = = = =
e O

Parser: Junru Zhou, Hai Zhao*. 2019.Head-driven Phrase Structure Grammar Parsing on Penn Treebank. ACL 2019, pp.2396—2408.
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Encoder (our work: linguistic structures)

SG-Net: Syntax-guided Network
[1 Our single model (XLNet + SG-Net Verifier) ranks first.

[1 The first single model to exceed human performance.

Model EMDevFl EMTeStFl
Regular Track Model RACE-M RACE-H RACE
Joint SAN 69.3 722 687 714 Human Performance
U-Net 703 740 692 726  Turkers 85.1 69.4 73.3
RMR + ELMo + Verifier 723 748 71.7 742  Ceiling 95.4 94.2 94.5
BERT Track Leaderboard
(Human -___-__838 85 DCMN 77.6 70.1 723
BERT + DAE + AoAft - - 859 88.6 BERT| ARGE 76.6 70.1 72.0
BERT + CLSTM + MTL + Vi - - 849 882 i
SemBERT} ] ) 848 87.9 Baseline 78.4 70.4 72.6
Insight-baseline-BERT? - - 848 876 _SG-Net 78.8 72.2 74.2
BERT + MMFT + ADA{ - - 830 859
BERTLARGE - - 821 848
Baseline 84.1 86.8 - -
SG-Net 85.1 879 - -
+Verifier 85.6 883 852 879

Rank Model EM F1
Human Performance 86.831 89.452
Stanford University
(Rajpurkar & Jia et al. '18)
1 XLNet + DAAF + Verifier (ensemble) 88.592 90.859
PINGAN Omni-Sinitic
2 XLNet + SG-Net Verifier (ensemble) 88.050 90.645
[ Jul 19,2019 ] Shanghai Jiao Tong University & CloudWalk
3 XLNet + SG-Net Verifier (single model) 87.035 89.897
[ Jul 19, 2019 | Shanghai Jiao Tong University & CloudWalk
3 BERT + DAE + AoA (ensemble) 87.147 89.474
Joint Laboratory of HIT and iFLYTEK Research
3 RoBERTa (single model) 86.820 89.795
m Facebook Al
4 BERT + ConvLSTM + MTL + Verifier (ensemble) 86.730 89.286
5 BERT + N-Gram Masking + Synthetic Self- 86.673 89.147
m Training (ensemble)
Google Al Language
6 XLNet (single model) 86.346 89.133
Google Brain & CMU
7 SG-Net (ensemble) 86.211 88.848
[ May 14, 2019 | Shanghai Jiao Tong University
7 SemBERT(ensemble) 86.166 88.886
Shanghai Jiao Tong University
8 BERT + DAE + AoA (single model) 85.884 88.621
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Decoder

[0 Matching Network:

® Attention Sum, Gated Attention, Self-matching, Attention over Attention, Co-match
Attention, Dual Co-match Attention, etc.

[0 Answer Pointer:

® Pointer Network for span prediction

® Reinforcement learning based self-critical learning to predict more acceptable answers
[0 Answer Verifier:

® Threshold-based answerable verification

® Multitask-style verification

® External parallel verification

[0 Answer Type Predictor for multi-type MRC tasks
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Decoder

[0 Matching Network:

® Attention Sum, Gated Attention, Self-matching, Attention over Attention, BiDAF, etc.

[1 Attention weights: sum, dot, gating, etc.

Input text

Embeddings

Recurrent
neural
networks

Dot products

Softmax s;

2
overwords | g

in the
document

Probability of
the answer

Document

..... Obama; and Putin ...

e(Dbama): e(and) ‘e(Putin) .....

said Obama in Prague

e(said) e(Obama) e(in) e(Prague)

P(Obamalq,d) =

S;i = Sj + Sj+5

ier(obama,d)

(AS Reader)

Question

XXXXX visited Prague

eOOCfXX) efvisli ted) e(Fl‘rague)

aware, self-attention, bidirectional, etc.

Output Layer

Modeling Layer

Attention Flow
Layer

Contextual
Embed Layer

Word Embed
Layer

Character
Embed Layer

Start

End

| Dense + Softmax |

LSTM + Softmax I

L3O
L[]

mr

[]
[]

Query2Context

} Softmax \

Cletlellel ol tele

Cle el el o ol

Word Character
Embedding Embedding

[1 Attention Direction: question-aware, passage

U,

Uz
Uy

Uy

Uy

1 g7
Query2Context and Context2Query
Attention
h, h, hy Y, Uy
= 1 c 1 — c
[ (- = ]
X4 X2 X7 G Ay
Context Query
BiDAF

[0 Attention Granularity : word-level, sequence-level, hierarchical, etc.

GLOVE

Char-CNN




Decoder

[0 Answer Pointer:

® Pointer Network for span prediction (start and end positions):

p(al[H") = p(as|H")p(ae|as, H).

® Reinforcement learning based self-critical learning to predict more acceptable answers:
Vanilla: maximize the log probabilities of the ground truth answer positions (exact match)

RL: Measure word overlap between predicted answer and ground truth.

Page 35



Decoder

[0 Answer Verifier:

Threshold-based answerable verification

Multitask-style verification

External parallel verification

Encoder

Decoder

[a] Encoder+Decoder

Encoder

—— Encoder

Decoder

Verifier

[c] Encoder-(Decoder+I-FV)

Verifier

Decoder

Sketchy

[b] (Encoder+E-FV)-Decoder

Decoder

Sketchy Reading

Intensive

T

[d] Sketchy and Internsive Reading

— E-FV
Decoder
(R-V)
Encoder
I-FV

Intensive Reading

[e] (Encoder+FV)+FV-(Decoder+RV)
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Decoder

[0 Answer Type Predictor for multi-type MRC tasks

Multi-Type Answer Predictor

[ Answer IR
| Type ][ Span ][Add/Sub][ Count ][NegatlonJ

Multi-Span Extraction

Arithmetic Expression
Reranking

1

T

T

T

[

[

[ Transformer Block

7.

A

( Embeddings (WordPiece, position, and segment) )

00 000 00

———

- -~
7 .
\ -
(EED)RE
= -

- - -

arith arith arith
P; P

Ps;

(o] [bw] [ow]

tt 1
P P B P
N | f
uy uz Us | .| Un

.1

(MTMSN model from Hu et at., 2019)
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Decoder (our work: answer verifier)

[1 Retro-Reader

Part II: Retrospective Reader Architecture

Decoder

(Rear Verification)

Answer Prediction

Part I: Model Desgins
= Input Sketchy Reading Module
Encoder > Decoder (External Front Verification, E-FV)
[a] Encoder+Decoder
R )
Encoder h ¢ Encoding Interaction
! 1
»| Decoder | E—
Verifier . I:kf\"":,}’lzl
[b] (Encoder+E-FV)-Decoder ! N o
! = N > o
Decoder K tz I:lk\ N 'I:l
—— Encoder > b Ty
Verifier A A
[c] Encoder-(Decoder+I-FV) :' t3 E E i
Sketchy »| Decoder ! (“ 3
! Intensive Reading Module
) ] (Internal Front Vefification, I-FV) ~
Intensive 'y
[d] Sketchy and Internsive Reading ts Encoding Interaction B
<
Sketchy Reading _ Jd B
- t5 \\\ \A//:
% Decoder > A >
Encoder (R-V) I:l'\';}’r\{"'l:l
Hes ”
I c
I-FV Intensive Reading e > <
i [ F—1 ] 3
[e] (Encoder+FV)+FV-(Decoder+RV) \

Zhuosheng Zhang, Junjie Yang, Hai Zhao (2020). Retrospective Reader for Machine Reading Comprehension. Arxiv 2001.09694

Sketchy reading:

Parallel External Verification

Intensive reading:

Multitask Internal Verification

Rear Verification
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Decoder (our work: answer verifier)

[J Retro-Reader
SOTA results on SOuAD 2.0 and NewsOA

Rank Model EM F1
Passage: Human Performance 86.831 89.452
Southern California consists of a heavily developed urban Stanford University
environment, home to some of the largest urban areas R
in the state, along with vast areas that have been left I 1 Retro-Reader on ALBERT (ensemble) 90115 92580
undeveloped. It is the third most populated megalopolis —_— e e ey
in the United States, after the Great Lakes Megalopolis : ALBERT DARE verifer fensemble el
and the Northeastern megalopolis. Much of southern R
California is famous for its large, spread-out, suburban e s B
communities and use of automobiles and highways... https://arxiv.org/abs/1909.11942
Question: 4 ALBERT+Entailment DA (ensemble) 88.761  91.745
What are the second and third most populated megalopolis Eoudyyon
aﬁer Southern California? 5 Retro-Reader on ALBERT (single model) 88.107  91.419
ADNSWer: Shanghai Jiao Tong URIversity
Gold: (no answer) 5 XLNeth‘}’\-AF +’Yerifievr (ensemble) 88.592  90.859
ALBERT (+TAV): Great Lakes Megalopolis and the
Northeastern megalopolis. i o e e e 80395 91019
Retro-Reader over ALBERT: (no answer) " S
scorepas = 0.03, scorena = 1.73, A = —0.98
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Outline

¢ Introductions to Machine Reading Comprehension (MRC)
** Development of Contextualized Language Model (CLM)
¢+ Technical Methods

¢ Technical Highlights

“*'Trends and Discussions

*¢* Conclusions
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CLMs greatly boost the benchmark of current MRC

Models Encoder EM F1 +EM 1TF1 Method Tokens  Size Params [S)QuAgl.tl IS)QuA?Z.tO RACE
Human (Rajpurkar, Jia, and Liang 2018) - 82304 91.221 - - ev. test ey T
" Match-LSTM (Wang and Jiang 2016) RNN 64744 73743 - - ELMo 800M - 93.6M 856 858 - - -
DCN (Xiong, Zhong, and Socher 2016) RNN 66233 75896 1489 2153  GPTu 985M - &M - - - 59.0
Bi-DAF (Seo et al. 2017) RNN 67974 77323 3230 3580  ~LNetiarge LA 360M 945 9517 888 89.17 818
Mnemonic Reader (Hu, Peng, and Qu2017) RNN 70995 8045 6251 ea3  DERTirge 33 13GD 3OM 9L oLs SL9 830 720}
Documen't Reader (Chen et al. 2017) RNN 70.733 79.353 5989 5.610 ALBERT,,, :ch ) 157GB 235M 948 - 902 909 865
DCN+ (Xiong, Zhong, and Socher 2017) RNN 75087 83081 10343 9338 prpcTRA. . 33B ) BEM 949 - 906 914 -
r-net (Wang et al. 2017) RNN 76.461 84265 11.717 10.522 '
MEMEN (Pan et al. 2017) RNN 78234 85344 13490 11.601
QANet (Yu et al. 2018)* TRFM 80.929 87.773 16.185 14.030 letll — 100
CLMs 1le+10 90
ELMo (Peters et al. 2018) RNN 78580 85.833 13.836 12.090
BERT (Devlin et al. 2018)* TRFM 85.083 91.835 20.339 18.092  1le+9 80
SpanBERT (Joshi et al. 2020) TRFM 88.839 94.635 24.095 20.892
XLNet (Yang et al. 2019¢) TRFM-XL 89.898 95.080 25.154 21.337  *¢*% 70
Models Encoder SQuAD20 1F1 RACE tAcc  ©Y/ I I 60
Human (Rajpurkar, Jia, and Liang 2018) - 91.221 - - le+6 50
GPT,; (Radford et al. 2018) TREFM _ _ 59.0 _ ELMo GPT1.0 BERT XLNet RoBERTa  ALBERT  ELECTRA
BERT (Devlin et al. 2018) TRFM 83.061 - 72.0 - mmmm Tokens — WESEM Params SQuAD1.1 SQUAD2.0 mmmmm RACE
SemBERT (Zhang et al. 2020b) TRFM 87.864 4.803 - - o Tokens SQUAD2.0 —@— RACE
SG-Net (Zhang et al. 2020c) TRFM 87.926 4.865 - -
RoBERTa (Liu et al. 2019¢) TRFM 89.795 6734 832 242 . K ledoe fi 1 1
ALBERT (Lan et al. 2019) TRFM 90902  7.841 865 275 nowliedage rom large-scale copura
XLNet (Yang et al. 2019¢) TRFM-XL  90.689  7.628 818  22.8 ,
ELECTRA (Clark et al. 2019¢) TRFM 91365 8304 - - * Deep architectures
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Decline of Matching Attention

CNN DailyMail

E Method Att. Type val test wval test
Attentive Reader (Hermann et al. 2015) UA 61.6 63.0 705 69.0
AS Reader (Kadlec et al. 2016) UA 68.6 695 750 739
m m Iterative Attention (Sordoni et al. 2016) UA 726 733 - -
Stanford AR (Chen, Bolton, and Manning 2016) UA 73.8 73.6 776 76.6
‘ = ‘ ‘ Ql ‘ 5 ‘ | " ‘ ‘ = ‘ ‘ Q‘ 5 ‘ A GAReader (Dhingra et al. 2017) UA 73.0 73.8 76.7 75.7
AoA Reader (Cui et al. 2017) BA 731 744 - -
(11T, 2] [ IMP-5, M) BiDAF (Seo et al. 2017) BA 76.3 769 80.3 79.6
E‘ Model Matching M H RACE
9\ Human Ceiling Performance (Lai et al. 2017) 954 942 945
‘ Amazon Mechanical Turker (Lai et al. 2017) 85.1 694 733
m ‘/Mvv\ ‘/Mvv\ HAF (Zhu et al. 2018a) [MP-A; MP-Q; M@-A] 450 464 46.0
‘ 5 ‘ ‘ A | | = | ‘ 5 ‘ ‘ = ‘ l A ‘ MRU (Tay, Tuan, and Hui 2018) [MP-Q-A] 57.7 474 50.4
HCM (Wang et al. 2018a) [MP-Q; MP-4] 55.8 48.2 50.4
L4 e, Mo W] MMN (Tang, Cai, and Zhuo 2019) [MO-A; MAQ, MP-Q; MP-A] 611 522 54.7
GPT (Radford et al. 2018) [MFP-Q-A] 629 574 59.0
‘ c ‘ ‘ c ‘ ________________________ RSM (Sun et al. 2019b) [MP-QA] 69.2 615 63.8
DCMN (Zhang et al. 2019a) [(MPR-A] 776 70.1 723
‘ P ‘ e (b) Matching Attention Alternatives: OCN (Ran et al. 2019a) [j\[FLQfA] 76.7 696 71.7
Gated Aftention, BERT 44 (Pan et al. 2019b) [MP-Q-A] 76.6 70.1 72.0
BiDAF Attention,
‘PA‘ l a ‘ ‘ 5 ‘ lQA‘ ‘ - ‘ ‘ A ‘ ‘ S ‘ Attention over Attention, XLNet (Yang et al. 2019¢) [MP-Q-A] 855 80.2 81.8
51 (M o1 (M Multi-head Attention, etc. + DCMN+ (Zhang et al. 2020a) [MP-@; MP-O; MQO] 86.5 81.3 828
o [, M RoBERTa (Liu et al. 2019¢) [MP-Q-4] 86.5 81.8 83.2
(a) sequence-aware interaction patterns + MMM (Jin et al. 2019a) [MFP-Q-A] 89.1 833 85.0
ALBERT (Jin et al. 2019a) [MP-Q-A] 89.0 855 86.5
+ DUMA (Zhu, Zhao, and Li 2020) [MP-@Q4; MQA-P] 90.9 86.7 88.0
Megatron-BERT (Shoeybi et al. 2019) [MF-@-4] 91.8 88.6 89.5
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Optimizing the decoder strategies also works

Reading Strategy based on human reading patterns
* Learning to skim text

* Learning to stop reading

* Retrospective reading

* Back and forth reading, highlighting, and self-assessment

Tactic Optimization:
* The objective of answer verification
* The dependency inside answer span

* Re-ranking of candidate answers
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Data Augmentation

[0 Most high-quality MRC datasets are human-annotated and inevitably relatively small.

[0 Training Data Augmentation:

® Combining various MRC datasets as training data augmentation

® Multi-tasking

® Automatic question generation, such as back translation and synthetic generation

[0 Large-scale Pre-training

® Recent studies showed that CLMs well acquired linguistic information through pre-training

® Some commonsense would be also entailed after pre-training.
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Our Empirical Analysis

[0 Interaction: Dot Attention (DT-ATT); Multi-head Attention (MH-ATT)

[ Verification: parallel external verifier (E-FV); multi-task based internal front verifier (I-FV); Rear
verifier (I-FV+E-FV)

[0 Answer Dependency: using start logits and final sequence hidden states to obtain the end logits (SED).

BERT ALBERT

Method M F1 EM F1 Findings:

Baseline 788 817 87.0 902 [0 Adding extra matching interaction layers heuristically after
Interaction ..

+ MH-ATT 788 81.7 873 9053 the strong CLMs would be trivial.

+ DT-ATT 783 814 86.8 90.0 : : :
Verification [0 Either of the front verifiers boosts the baselines, and

+ E-FV 79.1 821 874 906 - - - -

integrating all the verifiers can yield even better result

+ I-FV-CE 786 820 872 903 €8 & e verifiers can yield even better results

+ I-FV-BE 788 818 872 902 [0 Answer dependency can effectively improve the exact

+ I-FV-MSE 785 817 873 904 o

+ All I-FVs 794 821 875 90.6 match score, yielding a more exactly matched answer span.

+ All I-FVs + E-FV. 79.6 825 87.7 90.8
Answer Dependency
+ SED 79.1 819 873 903
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Outline

¢ Introductions to Machine Reading Comprehension (MRC)
** Development of Contextualized Language Model (CLM)
¢+ Technical Methods

¢ Technical Highlights

**Trends and Discussions

*¢* Conclusions
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Interpretability of Human-parity Performance

O

What kind of knowledge or reading comprehension skills the systems have grasped?
For CLM encoder side:

O

® good at linguistic notions of syntax and coreference.,
® struggles with challenging inferences and role-based event prediction
® obvious failures with the meaning of negation
[0 For MRC model side
® overestimated ability of MRC systems that do not necessarily provide human-level understanding
® unprecise benchmarking on the existing datasets.
® suffers from adversarial attacks
[0 Decomposition of Prerequisite Skills
® decompose the skills required by the dataset and take skill-wise evaluations

® provide more explainable and convincing benchmarking of model capacity
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Complex Reasoning

[0 The progress from match-based “reading” to deep “comprehension”

[0 Require intelligent behavior and reasoning, instead of shallow pattern matching.
® Multi-hop QA

® Open-domain QA

® Conversational Reasoning
® Commonsense QA

® Table QA

®

[0 Technical trend: Graph Neural Network (GNN)
® Injecting extra commonsense from knowledge graphs
® Modeling entity relationships
® (Graph-attention can be considered as a particular case of self-attention as that used in CLMs.
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Large-scale Comprehension

O 0O O O

Most current MRC systems are based on the hypothesis of given passages as reference.
Real-world MRC applications: the reference documents, are always lengthy and detail-riddled.
Recent LM based models work slowly or even unable to process long texts.

Potential Solution:

® Seclecting relevant information

® Knowledge compression

® Hardcore: Training encoders that can handle long documents, using more resources
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Other Trends and Challenges

[0 Some languages do not have high-quality MRC datasets.

® transferring the well-trained English MRC models through domain adaptation

® training semi-supervised or multilingual MRC systems
[0 Multimodal Semantic Grounding

® jointly modeling diverse modalities will be potential research interests

® Dbeneficial for real-world applications, e.g., online shopping and E-commerce customer support.
[0 Deeper But Efficient Network

® Training small but effective models

® Rapid and accurate reading comprehension solving ability for real-world deployment
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Outline

¢ Introductions to Machine Reading Comprehension (MRC)
** Development of Contextualized Language Model (CLM)
¢+ Technical Methods

¢ Technical Highlights

“*'Trends and Discussions

** Conclusions
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Conclusion

[0 MRC boosts the progress from language processing to understanding
[0 The rapid improvement of MRC systems greatly benefits from the progress of CLIMs

[0 The theme of MRC is gradually moving from shallow text matching to cognitive reasoning

Paper Link: https://arxiv.org/abs/2005.06249
Codes: https://github.com/cooelf/ AwesomeMRC

Slides: http://bcmi.sjtu.edu.cn/~zhangzs/slides/mrc_seminar.pdf
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Q&A

Thank You !
[m] 24 [m]

Homepage: http://bcmi.sjtu.edu.cn/~zhangzs
E-mail: zhangzs@sjtu.edu.cn
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