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Overview: Large-scale Multi-task Pre-training

U Goals
» Bridge self-supervised pre-training with task requirements by leveraging large-scale supervised tasks
» Use a unified model to solve a wide range of tasks
U Benchmark Tasks
> Commonsense Reasoning (Rainbow)
> Legal Language Understanding (LexGLUE)
O Scientific Questions
» How to capture task relationships in large-scale multi-task pre-training
Q Contributions
» A unified encoder-only multi-task pre-trained langauge model trained on 40 tasks
» A probing tool of using task prefix to explore the task relationships in large-scale MTL

» Human-parity performance on commonsense reasoning leaderboards.
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Benchmark Tasks

O Rainbow: develop models that use commonsense knowledge to answer multiple-choice questions.

Dataset Goal
ANLI Abductive reasoning in narratives. It asks models to identify the best explanation among several connecting a beginning and ending
COSMOSQA asks commonsense reading comprehension questions about everyday narratives

HELLASWAG requires models to choose the most plausible ending to a short context

PIQA a multiple-choice question answering benchmark for physical commonsense reasoning

SOCIALIQA evaluates commonsense reasoning about social situations and interactions.

WINOGRANDE a large-scale collection of Winograd schema-inspired problems requiring reasoning about both social and physical interactions.

goal (string) soll (string)

When boiling butter, when it's ready, you can Pour it onto a plate

To permanently attach metal legs to a chair, you Weld the metal together to get it to stay

can firmly in place
how do you indent something? leave a space before starting the writing
how do you shake something? move it up and down and side to side quickly.

Clean tires Pour water, cape off caked on dirt. Use speed

wool to clean out crevices and sparrow spaces.

how do you taste something? smell it enough to taste it.

sol2 (string)

Pour it into a jar

Nail the metal together to get it to stay
firmly in place

press the spacebar
stir it very quickly.

Pour water, scrape off caked on dirt. Use a

steel wool to clean out crevices and narTow..

place it in your mouth to taste.

label (class
label)

1
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Benchmark Tasks

O LexGLUE: a benchmark dataset for legal language understanding in English

Dataset Source Sub-domain | Task Type Training/Dev/Test Instances | Classes
ECtHR (Task A) | Chalkidis et al. (2019a) ECHR Multi-label classification 9,000/1,000/1,000 10+1
ECtHR (Task B) | Chalkidis et al. (2021c¢) ECHR Multi-label classification 9,000/1,000/1,000 10+1
SCOTUS Spaeth et al. (2020) US Law Multi-class classification 5,000/1,400/1,400 14
EUR-LEX Chalkidis et al. (2021a) EU Law Multi-label classification 55,000/5,000/5,000 100
LEDGAR Tuggener et al. (2020) Contracts Multi-class classification 60,000/10,000/10,000 100
UNFAIR-ToS Lippi et al. (2019) Contracts Multi-label classification 5,532/2,275/1,607 8+1
CaseHOLD Zheng et al. (2021) US Law Multiple choice QA 45,000/3,900/3,900 n/a

context (string)

Drapeau’s cohorts, the cohort would be a “victim” of
making the bomb. Further, firebombs are inherently..

Colameta used customer information that he took from
Protége. Additionally, Colameta admits to having take..

property tax sale. In reviewing section 6323(b) (6),
this Court noted that it provides that a county’s tax.

endings (json)

label (class labhel)

[ "holding that possession of a pipe bomb is a crime
of violence for purposes of 18 usc 3142f1", "holding..

[ "recognizing that even if a plaintiff claims certain
information constitutes trade secrets its claim may..

[ "holding that where there is a conflict between
statutes the more recent statute is controlling and a..
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Language Understanding Needs Diverse Skills

Q Different tasks may share common patterns (required skills)

O Itis potential to build a unified foundation model and adapt it to different tasks

Skill Description (Example)

Capable of

Long-tall
knowledge

Plausibility

Comparison

Physical
Causality

Temporal

Negation

Strategy

Event chain

Whether an object is capable of performing an action (“A watch is capable of telling the past time”)

The question contains factual long-tail information (“Washington DC is located further south than Washington
State”)

Quantifiers or always-never relations (“The peak of a mountain almost always reaches above the the tree
line”)

Comparison between two objects (“The end of a baseball bat is larger than the handle”)

Physical commonsense (“Do you build the walls on a house before putting on the roof?”)

Cause and effect relations (“If you get into an accident because you have been drinking alcohol you will be
arrested?”)

Temporal understanding (“None had ever reached the top of Mount Everest before 19777?”)
The question includes a negation phrase (“A mock trial is something with no legal consequence”)

Reasoning steps are implicit and should be inferred using a strategy (“Blood banks almost never take cash or
checks as deposits”)

Question is about order of events (“Putting on shoes is done in this order normally: person ties shoelaces then
slips shoes onto feet”)
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From Individual Task Modeling to Centralized Training

_______________________________________________________

Task1 Task2 TaskN ‘3 5' Centralized
| ; Node
Training | | Training | - | Training | | o Pre-trlaining N
Test Test Test User node User node User node

Fine-tuning Fine-tuning Fine-tuning

__________________________________________________________________________________________________________________

Previous Now
Each user trains individual machine learning The central node pre-trains the generalized
models for each task. language model and provides the model to users for

task-specific fine-tuning.

Individual
.. . Centralized pre-training + individual fine-tuning
tranmg

*Extreme case .. GPT3 gives predictions directly, eliminating the fine-tuning process .



Towards Multi-task Pre-training: Unified Modeling of Tasks

Label Label
BERT
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(a) Sentence Pair Classification Tasks: (b) Single Sentence Classification Tasks:

MNLI, QQP, QNLI, STS-B, MRPC, S8T-2, ColLA

RTE, SWAG
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Question Paragraph

(d) Single Sentence Tagging Tasks:

(c) Question Answering Tasks:
CoNLL-2003 NER

SQUAD v1.1

(a) Different formats of tasks

[“translate English to German: That is good."

"Das ist gut."”
"not acceptable”

"3.8"

"cola sentence: The
course is jumping well."

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

“summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi..”

"six people hospitalized after
a storm in attala county.”

Qriginal text

Thank you fef inviting me to your party Jast week.

Inputs

Thank you <x> me to your party <v> week.

Targets
<X> for inviting <> last <7~

(b) Unified text-to-text format
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Large-scale Multi-task Pre-training

U0 Theme: Leveraging task-aware annotated data as supervised signals to assist with self-supervised
learning on large-scale unlabeled data
U Trend: extreme scaling of task numbers, with little attention paid to the relationships between tasks
O Challenges
» Catastrophic Forgetting

» Negative Transfer
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Challenge: Catastrophic Forgetting

Additional large-scale learning stage between pre-training and fine-tuning

Also known as multi-task pre-fine-tuning or sequential training

7
o

[
Pre-training :> i Multi-tasking
\

#10



Challenge: Negative Transfer

Observation: tasks in different families may have side effects between each other.

| SUM DLG NLI CLS SEM CMNS CBQA RC | A
SUM 2y%0 [3781 6045 | 77.00 7825 | 6192 784 | 6537 | 69%
DLG 2005 398 6362 710 7555 6405 1339 6475 | +0.1%
NLI 2861 4060 351 7729 772 6760 1524 6640 | +43%
CLS 2052 4006 6669 113 7605 6529 1293 6520 | +1.4%
SEM 2030 3886 6246 7683 o00 | 5784 | 1244 | 6352 | -25%
CMNS 2928 3927 6508 7705 7629 ool | 1648 6601 | +47%
CBQA 2975 3929 6496 7166 7521 6684 1000 6637 | +12%
RC 2045 | 3812 | 6370 7714 7698 6662 | 1026 ooot | 24t
AVG4ing | 2928 3916 6377 7717 7643 6431 1265 6537 |

Summarization tasks generally seem to hurt performance on dialogue system, natural language

inference, and commonsense reasoning

[6] Aribandi, Vamsi, et al. "ExT5: Towards Extreme Multi-Task Scaling for Transfer Learning." International Conference on
Learning Representations. 2021.
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Previous Multi-task Language Models

Traditional methods: MT-DNN
Unified Text-to-text Methods: T5, ExT5, FLAN, TO, etc.

Mixture of Mixture of
Task Datasets Task Datasets

Y v

’ Encoder ’ [ Encoder

oYy vy Y
) (=) () (=) |

a) Traditional Methods b) Unified Text-to-text Methods

[7] Liu, Xiaodong, et al. "Multi-Task Deep Neural Networks for Natural Language Understanding." ACL. 2019.
[8] Raffel, Colin, et al. "Exploring the limits of transfer learning with a unified text-to-text transformer." J. Mach. Learn. Res.
21.140 (2020): 1-67.
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Traditional Methods

O Traditional methods: MT-DNN

» Require additional modifications to model architecture and increase model complexity and computation cost

» lIssue of catastrophic forgetting

Task specific
layers

Mixture of
Task Datasets

¢ Shared

layers

Encoder

Pe(c|X) Sim(X,,X3) P.(R|P,H) Rel(Q,A)
(e.g., probability of (e.g., semantic (e.g., probability of (e.g., relevance score
labeling text X by c) similarity between X, logic relationship R of candidate answer A

and X; ) between P and H) given query Q)
* T 5 3
Single-Sentence Pairwise Text Pairwise Text Pairwise
Classification Similarity Classification Ranking
(e.g., ColA, SST-2) (e.g., STS-B) (e.g., RTE, MNLI, (e.g., QNLI)
WNLI, QQP, MRPC)
x T ¥ 7

1,: context embedding vectors, one for each token.

4

former (s | embedding layers)

7'y

1,: input embedding vectors, one each token.

4

Lexicon Encoder (word, ition and )

[

X: a sentence or a pair of sentences

a) Traditional Methods
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Unified Text-to-text Methods

O Unified Text-to-text Methods: T5, ExXT5, FLAN, TO, etc.

» Negative transfer between tasks

Mixture of
Task Datasets

Y

Encoder

Y

Decoder

- Lorem <mask_0> amet, consectetur smask_1> do

r eiusmod tempor incididunt ut labore <mask_2>

summarize: We're inside the Australian Transport Safety
Bureau's accident investigation lab, the place where the
black boxes from Malaysian Airlines flight MH370 could be
brought if and when they're recovered from the bottom of
the southern Indian Ocean. ...

<mask_O> ipsum dolor sit <mask_1> adipiscing elit, sed <mask_2>
et dolore magna aliqua.

ﬁ_
Black box data from Flight 370 could

be analyzed at a laboratory in Australia _

parse to fungl: give me a list of

airlines in pittsburgh
question: what does the sun represent on
the uruguay flag

answer(_airline(_services_2(city_name(pittsburgh))))
L I
the May Revolution of 1810

style transfer to future: the party held 184 seats

h ill hold 184 ing i he balloti
e S e the party will hold 184 seats going into the balloting

person 1: So true story. | once swam with
Manta Ray and it was awesome. person 2:

\| tropical / sub tropical waters. | wish | could see them
where | am!

I
They are normally found in warm climates and D

premise: The Old One always comforted
Ca'daan, except today. hypothesis:
Ca'daan knew the Old One very well.

Kyle could not sleep because of the
noise made by Hunter and _ was angry.
option 1: Kyle; option 2: Hunter

b) Unified Text-to-text Methods
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How to Capture Task Relationships: Our Solution

Ours: a task prefix guided multi-task pre-training framework

O
S5
o,
0
@
I

'| [scig]: A wetland is an area that is wet
: for all or part of the year. Wetlands are
| home to certain types of plants.

'| What is an area of land called that is

: wet for all or part of the year?

| 1) tundra, 2) "plains", 3) "grassland”,

|| 4) "wetland"

[MASK]: M: | am considering dropping
my dancing [MASK]. | am not [MASK]
any progress.”, "W: If | were [MASK], |
stick [MASK] it. It's definitely [MASK]
time and [MASK]. What does the man
suggest [MASK] [MASK] do?

1) Data: Append a task prefix for each data sequence to capture common patterns from the task.

2) Obijective: Require the model to predict some randomly masked prefixes to capture task differences.
#15




Task Taxonomy

There are 40 datasets used for training our multi-task model, some of which are collected from GLUE

SuperGLUE, Rainbow, and LexGLUE

Commonsense Reasoning (Rainbow)

aNLI CosmosQA Hellaswag

PIQA SocialiQA Winogrande

Domain-specific Classification

CHEMPROT RCT IMDB
AGNEWS ACL-ARC
HYPERPARTISAN HELPFULNESS

Legal Understanding (LexGLUE)

[ General Language Understanding (GLUE)

MNLI QNLI RTE SST-2

MRPC QQP ColA

ECtHR (A/B) SCOTUS
CaseHOLD LEDGAR
UNFAIR-ToS EUR-LEX
Miscellaneous
BookQ CSQA (1/2)
CB COPA

Multiple-chioce QA

DREAM QuAIL QuaRTz

QASC SCiQ WiQA

ARC (easy/chal.)
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Data Format (conversion)

Basic: Model tasks in a multiple-choice-like format to minimize the format transformation for NLU tasks

Conversion Criteria:
* Ensure that each training data has a specific number of k candidate options
* Original pair-wise input texts are regarded as context and question in the view of multiple-choice problem

If the number of candidate options >k the redundant options will be randomly discarded

If the number of candidate options < k add "N/A" placeholder options

If the ground-truth is a list randomly select a correct option from the gold list and randomly
sample k-1 negative options from the held-out set

If ground-truth is a list and there is an empty choice  construct the truth option manually; the negative examples are
constructed as the same as 3)

As a result, each training example will be formed as a sequence like
{ [Prefix]: context, question, option }
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Data Format (Examples)

Context Question Option(s)
[sciq] A wetland is an area that is wet for all or part of the  'What is an area of land  ["tundra”, "plains", "grassland",
year. Wetlands are home to certain types of plants. called that is wet for all  "wetland"]

or part of the year?

[commonsense_qa] revolving door

A revolving door is con-
venient for two direc-
tion travel, but it also
serves as a security mea-
sure at a what?

[ "bank", "library", "department
St()re", Ilmallll’ " I ll]

[dream] M: I am considering dropping my dancing class.
I am not making any progress.", "W: If I were you, I stick
with it. It’s definitely worth time and effort.

What does the man sug-
gest the woman do?

[ "Consult her dancing teacher.",
"Take a more interesting class.",
"Continue her dancing class.”, "N/A"

]

[scotus] The Interstate Commerce Commission, acting
under § 19a of the Interstate Commerce Act, ordered the
appellant to furnish certain inventories, schedules, maps
and charts of its pipe line property ...

["Unions", "Economic Activity", "Ju-
dicial Power", "Federalism"]

[unfair_tos] you must provide accurate and complete data
during the registration and update your registration data if
it changes .

["there is no unfair contractual term",
"Limitation of liability", "Unilateral
termination", "Arbitration"]

#18



Model Architecture

Backbone: Encoder-only, based on the DeBERTa architecture

Training Objectives: Multi-task Learning (MTL) + Masked Language Modeling (MLM)

Usages: Unified Foundation Model + Probing Tool

Mixture of
Task Datasets

v

t Encoder

v

‘ Decoder

a) Unified Text-to-text Methods

[RTE]: Herceptin was already approved ... |
[MASK]: Twelve of Jupiter's [MASK] are . | [RTE]: Herceptin was already approved ... L
[RTE]: Twelve of Jupiter's moons are ... |

[MNLI]: He turned and smiled at Vrenna. . | [MNLI): Conceptually cream skimming ...
‘# [MNLI]: He turned and smiled at Vrenna. ...

[QNLI): He bases this interpretation on . |
[QNLI]: The largest and southern main ... | QNLI]: He bases this interpretation on ... |
[QNLIJ: The largest and southern main ... |

L‘MNLI Conceptually cream skimming ... |

[RCT]: A total of 125 patients with primary ..

v v

H[RCT |: Pain was assessed using the visual .. L

Encoder ‘ Encoder
y A ¢
MTL W ‘ MLM ‘ ‘ MTL
b) Our CompassMTL Framework c) CompassMTL w/ Tailor
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Model Architecture

Data-centric: without modification of model architecture. It can be regarded as an efficient implementation
of the traditional MTL method composed of a shared representation module and task-aware modules.

l |

the prefix is supposed to reflect the common patterns from the dataset the model is required to predict
randomly masked prefixes to
capture task differences.

: [scig]: A wetland is an area that is wet | [MASK]: M: | am considering dropping :
| for all or part of the year. Wetlands are || my dancing [MASK]. | am not [MASK] |,
| home to certain types of plants. any progress.”, "W: If | were [MASK], | |1
|| What is an area of land called that is stick [MASK] it. It's definitely [MASK] 1
: wet for all or part of the year? time and [MASK]. What does the man :
| 1) tundra, 2) "plains”, 3) "grassland”, || suggest [MASK] [MASK] do? 1
1| 4) "wetland" I

L e w1 wme: g seve: Suw: Surll S P Syeei s Spw e sewe: Siwm guwt] pwe SweV  Sroniioeetl e e e e T e e T e = s bt
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Model Architecture

CompassMTL

Relationship
Probing

CompassMTL
w/ Tailor

CompassMTL

Trained on the 40 tasks

[MNLI): He turned and smiled at Vrenna. ...

[QNLIJ: He bases this interpretation on ... |
[QNLI): The largest and southern main ... |

[RCT]: Pain was assessed using the visual ...

[RCT]: A total of 125 patients with primary ...

v

MTL ’ MLM

Relationship Probing

1) Only uses the MLM
2) Input data without options

BookQ-19 3
CommonsenseQA - 18 15
csqa

12 8 2517 8 72315 9 8
27130 26 25 031 7 2 B
25 2 27
2

26 28 26 20 20 15 20

CompassMTL w/ Tailor

Trained with selected tasks

RTE]: Herceptin was already approved ... |
[RTE]: Twelve of Jupiter's moons are ... |
tually cream skimm
[MNLI]: He turned and smiled at Vrenn:

L|[QN LIJ: He bases this interpretation on ... |

[QNLIL: The largest and southern main ... |

MTL
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Main Results

1. CompassMTL models outperform the related public models in general

2.
3.
Model | Arch. Tasks Params.|aNLI CosmosQA HellaSwag PIQA SociallQA Winogrande|Average
UNICORN Enc-Dec 6 TI0M | 79.5 83.2 83.0 82.2 75.5 78.7 80.4
ExT5 Enc-Dec 107 770M | 82.3 85.9 89.0 85.0 79.7 82.5 84.1
ExDeBERTa_|Enconly 40 567M | 87.9 85.3 83.6 85.5 79.6 87.0 84.8
CompassMTL |[Enconly 40  567M | 91.7 87.8 95.6 87.3 817 89.6 89.0

w/ Tailor |Enconly 14  567M | 92.5 88.8 96.1 88.3 82.2 90.5 89.7
Method ECtHR (A) ECtHR (B) SCOTUS EUR-LEX LEDGAR UNFAIR-ToS CaseHOLD

€ p.-Fl m—Fl ',L-Fl m—Fl !"I‘-Fl m-Fl IJ.-FI m-Fl lJ,-Fl m-Fl }L-Fl m-Fl p/m—Fl
BERT 712 636 797 734 683 583 714 572 876 818 956 81.3 70.8
RoBERTa 692 590 773 689 71.6 620 719 579 879 823 952 79.2 714
DeBERTa 700 608 788 71.0 71.1 627 721 574 882 831 955 80.3 72.6
Longformer 699 647 794 717 729 64.0 71.6 577 882 83.0 955 80.9 71.9
BigBird 700 629 788 709 728 62.0 715 568 878 826 957 81.3 70.8
Legal-BERT 700 640 B804 747 764 665 721 574 882 830 960 830 75.3
CaseLaw-BERT 69.8 629 788 703 766 659 707 56.6 883 830 960 823 75.4
ExDeBERTa ] ] - ] . - ] 74.8
CompassMTL  71.7 607 806 73.2 77.7 689 072 421 881 823 963 843 76.1

w/ Tailor 73.0 647 80.7 723 763 686 669 449 883 832 962 832 78.1
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Main Results

1.
2. Our encoder-only models yield better performance than the T5-based encoder-decoder models.
3.
Model Arch. |Tasks Params.|aNLI CosmosQA HellaSwag PIQA SociallQA Winogrande| Average
UNICORN  |Enc-Dec| 6 TI0M | 79.5 83.2 83.0 82.2 75.5 78.7 804
ExT5 Enc-Dec| 107 770M | 82.3 85.9 89.0 85.0 79.7 82.5 84.1
ExDeBERTa |Enconly| 40 567M | 87.9 85.3 83.6 85.5 79.6 87.0 84.8
CompassMTL|Enc only] 40 567M | 91.7 87.8 95.6 87.3 81.7 89.6 89.0

w/ Tailor |Enconly| 14 567M | 92.5 88.8 96.1 88.3 82.2 90.5 89.7
Method ECtHR (A) ECtHR (B) SCOTUS EUR-LEX LEDGAR UNFAIR-ToS CaseHOLD

€ p.-Fl m—Fl ',L-Fl m—Fl I.I.-Fl m-Fl IJ.-FI m-Fl lJ,-Fl m-Fl H‘-Fl m-Fl p/m—Fl
BERT 712 636 797 734 683 583 714 572 876 818 956 813 70.8
RoBERTa 69.2 59.0 773 689 716 620 719 579 879 823 952 792 71.4
DeBERTa 70.0 60.8 788 71.0 71.1 627 721 574 882 831 955 803 72.6
Longformer 699 647 794 71.7 729 64.0 71.6 57.7 882 83.0 955 809 71.9
BigBird 70.0 629 788 709 728 620 715 568 878 826 957 813 70.8
Legal-BERT 70.0 64.0 804 74.7 764 665 721 574 882 83.0 96.0 830 75.3
CaseLaw-BERT 69.8 629 788 703 76.6 659 707 56.6 883 830 960 823 75.4
ExDeBERTa - - - - - - - - - - - - 74.8
CompassMTL 71.7 60.7 806 732 777 689 672 42.1 881 823 963 843 76.1

w/ Tailor 730 64.7 80.7 723 763 68.6 669 449 883 832 962 832 78.1
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Main Results

1.
2.

3. ltis potential to achieve better performance by multi-task learning with related tasks (w/ Tailor)

Model | Arch. Tasks Params.|aNLI CosmosQA HellaSwag PIQA SociallQA Winogrande|Average
UNICORN  |Enc-Dec 6 770M | 79.5 83.2 83.0 82.2 75.5 78.7 804
ExT5 Enc-Dec 107 770M | 82.3 859 89.0 85.0 79.7 82.5 84.1
ExDeBERTa |Enconly 40 567M | 879 853 83.6 85.5 79.6 87.0 ‘ 84.8
_CompassMTL [Enconly 40 _ 567M | 91.7 87.8 95.6 87.3 81.7 89.6 89.0

w/ Tailor |Enconly 14 567M |92.5  88.8 96.1 883 822 9.5 | 897
Method ECtHR (A) ECtHR (B) SCOTUS EUR-LEX LEDGAR UNFAIR-ToS CaseHOLD

€ p.-Fl m—Fl ',L-Fl m—Fl !"I‘-Fl m-Fl IJ.-FI m-Fl lJ,-Fl m-Fl }L-Fl m-Fl p/m—Fl
BERT 712 636 797 734 683 583 714 572 876 818 956 813 70.8
RoBERTa 692 59.0 773 689 71.6 62.0 719 579 879 823 952 792 71.4
DeBERTa 700 608 788 71.0 71.1 627 721 574 882 831 955 80.3 72.6
Longformer 699 647 794 717 729 640 716 577 882 830 955 80.9 71.9
BigBird 700 629 788 709 728 620 715 568 878 826 957 81.3 70.8
Legal-BERT 700 64.0 804 747 764 665 721 574 882 83.0 96.0 83.0 75.3
CaseLaw-BERT 69.8 629 788 703 766 659 707 566 883 830 960 823 754
ExDeBERTa - - - - - - - - - - - - 74.8
CompassMTI 717 607 806 732 777 689 672 421 881 823 963 84.3 76.1

w/ Tailor 730 647 80.7 723 763 68.6 669 449 883 832 962 832 78.1
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Relationship Probing

Probing Model: only uses the MLM objective and is fed without options to alleviate possible shortcuts.

aNLI 19 19 |28

[ 37 14303 EENE RN 390 34 1430420E 31 33 27 [EEWATINES) 29 [44) 25 32 24 FEJEN) 25 1336 31 20 29 34 31 31 22
39

0
CosmosQA - 35 [UY 33 36 44 39 28 40 LN 42 44 26 36 15 29 18 31 27 30 26 24 6 29 19 37 20 '35 26 17 32 33 30 19 20 8 0 12 31 25 HOWTO-
Hellaswag - 37 28 41 22 38 29 28 22 18 20 29 4222 17 19 36 31 38 5 33 28 21 26 39 41 37 18 23 13 20 26 22 30 30 7 0 21 14 16 .
PIQA- 38 32 23 [EENEENEE] 28 11 45037 32 47 30 2 [37 32 31 |45 4733 31 15 10 2503827 16 16 1 0 2233 23
SocialiQA JEEN 43 27 33 37 44 32 35 2245 30 39 40 38 24 36 17 42 34 42 45 26 29 29 22 31 32[39 16 16 16 0 17 30 25 . .
Winogrande 38 42 33 38 29 37 35 13 30 40 37 42 29 15 35 29 40 30 42 44 30 30 23 18 29 32 23 21 22 7 0 17 23 24
CoLA:%l 25 32 40 =) 33 46 47 14 28 33 46 47 31 6 39 36 47 32 46 35 30 20 16 29 16 24 25 27 4 0 29 25 29 1) FetCh prefIX embEddlngS
MNLI {550 41 35 44 42 () 34 34 30 kN 45 28 18 (43 32 40 35 ) -0 40 25 30 28 37 26 36 32 33 25 0 36 31 29
MRPC - 34 |57 24 23 31 [l 33 24 17 37 24 19 35 13 35 24 [CENEEN 29 36 39 16 1137 22 22 17 0 19 35 34
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Relationship Probing
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The datasets inside the same task family (e.g., GLUE and Rainbow) correlate highly with each other.
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Relationship Probing

1.

2. The correlation scores also accord with the common practice of data augmentation.
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the NLI datasets (MNLI, QNLI,
RTE) share close relevance
helpful to initialize from an
MNLI model to fine-tune RTE
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Relationship Probing

Topic: Whether the relationship scores coordinate with the model performance transferred between tasks
Source tasks: 13 source tasks from GLUE and Rainbow tasks

Target Tasks: 5 target tasks (ANLI, HellaSwag, MRPC, PIQA, QNLI, and RTE)

Dual-task training setup:
Co-training: train individual models using the mixture of training sets from each pair of source & target tasks

Evaluation: then evaluate the model on the validation set of the target dataset.

4 N\
Source
(Training) )
n l Target
N (Validation) J
Target
(Training)
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Relationship Probing

Finally, we have 5 X 13 transfer results.

For each target dataset, we calculate Pearson correlation between relationship scores and transfer
accuracy among the source datasets.

Dataset RTE MRPC QNLI HellaSwag oNLI
Correlation 0.19  0.22 0.38 0.12 0.51

Table 3: Pearson correlation between the relationship
scores and the transfer accuracy.

Result: the relationship scores are positively bound up with the transfer performance
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Complementary Transfer

Topic:
1. whether using more datasets always leads to better performance

2. whether using the most related datasets can lead to competitive results.

Data Selection: select a group of datasets to train an MTL model and fine-tuning the model on target datasets.

40-fullset the same as our basic setting of CompassMTL

Top-5 Top-5 ranked dataset according to based on our probed relationship scores
Family the datasets belonged to the same family with the target dataset
14-subset the mixture of Rainbow and GLUE datasets
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Complementary Transfer

1. Top-5 variant yields comparable, even better results than the others

2.

Model |Tasks RTE MRPC|QNLI HellaSwag oNLI
Single 1 614 89.2 | 95.0 95.1 91.3
40-fullset| 40 |92.8 904 | 95.5 95.6 91.7
| Top 5 5 924 919 | 953 956 916
Family 6/7 |91.4 90.2 | 95.0 95.7 91.9
14-subset| 14 [91.8 90.3 | 95.6 96.1 92.5
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Complementary Transfer

1.

2. Small-scale datasets (e.g., MRPC and RTE) are more likely to benefit from the complementary transfer

Model |Tasks RTE MRPC|QNLI HellaSwag oNLI

Single 1 614 892 | 95.0 95.1 913
40-fullset| 40 |[92.8 904 | 95.5 95.6 91.7
Top 5 5 924 919 | 953 95.6 91.6
Family 6/7 1914 90.2 | 95.0 05.7 91.9
14-subset| 14 [91.8 90.3 | 95.6 96.1 92.5
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Human-parity on Commonsense Reasoning Leaderboards

Models: The submissions are based on the ensemble of three models from complementary transfer.

Results: Compared with public methods that use much larger PrLMs, model ensemble, and knowledge
graphs, our models establish new state-of-the-art results and reach human-parity performance.

| ; Human Performance Accuracy: 0.9560

MOdEI Hellaswag QNLI Rank * Submissic Created i‘ o
Human Performance 95.60 92.90 [ e e 05/11/2022 09594
DeBERTa Large T T

Previous SOTA 94.87 92.20 O

Our Results 95.94 92.80 0
o DEBFFin MCQ‘ ) 2022 9472
o /E\’E_EFRT" Large 04/14/2022 09437
) ) ) ) o &J:ILTLC e 03/14/2022 09413
https://leaderboard.allenai.org/hellaswag/submissions/public ©
https://leaderboard.allenai.org/anli/submissions/public 0 "
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Beyond The Unified Format

Topic: whether our model can be used for tasks that are unavailable to be transformed into our format

We evaluate the effectiveness by using the 1) reading comprehension datasets SQUAD v1.1/2.0 and
named entity recognition (NER) dataset CoNLL 2003.

Results show that our model is generally effective across formats

SQuADvl.l SQuADv2.0 NER
EM F1 EM F1 F1

Baseline 88.8 948 871 905 965
CompassMTL 89.7 951 885 913 969

Model
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Extensionto T5

Our method is generally applicable to other kinds of PrLMs, such as encoder-decoder T5.

Model aNLI CosmosQA HellaSwag PIQA SociallQA Winogrande Average
T5 68.5 69.6 56.6 67.7 65.1 62.4 65.0
UNICORN 65.3 72.8 56.2 73.3 66.1 61.8 65.9
CompassMTL 69.1 72.6 57.7 73.6 66.6 64.9 67.4

Table 9: Results on the Rainbow validation sets by using T5-base as the backbone model.

#35



Conclusions

O A unified task prefix guided multi-task method
» Strong foundation backbone for a wide range of NLU tasks
» A probing tool for analyzing task relationships
O Effectiveness
» Generalizable advances over tasks in diverse formats
» Establishes human-parity results on commonsense reasoning tasks
O Findings
» prefixes reflect task relationships, which correlate with transfer learning performance between tasks

» suggest directions for data augmentation of complementary tasks
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Prospects for Future Studies

1) Collaborative multi-task learning of PrLMs

The recipe of using task prefixes + prefix prediction in MLM has shown effective for MTL pre-training.

2) Suggestive choice for data augmentation
The probed task relationships have shown informative in finding complementary tasks, which help obtain

better performance for a target task, especially for small-scale datasets.
3) Guidance for skill-aware model evaluation

The discovery of task relationships may help determine redundant datasets that assess similar patterns of

models to avoid evaluation redundancy and save computation.
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Zhuosheng Zhang
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