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Abstract. This paper presents a novel approach to improve Chinese segrd
mentation (CWS) that attempts to utilize unlabeled daté stsctraining and test
data without annotation for further enhancement of theestétthe-art perfor-
mance of supervised learning. The lexical information pléye role of infor-
mation transformation from unlabeled text to supervisedrimg model. Four
types of unsupervised segmentation criteria are used fod wandidate extrac-
tion and the corresponding word likelihood computatione Tiiformation output
by unsupervised segmentation criteria as features therafantegrated into su-
pervised learning model to strengthen the learning for tatehing subsequence.
The effectiveness of the proposed method is verified in adgafiom the latest in-
ternational CWS evaluation. Our experimental results sti@t/character-based
conditional random fields framework can effectively make agsuch informa-
tion from unlabeled data for performance enhancement ooftthe best existing
results.

1 Introduction

The task of Chinese word segmentation (CWS) is to segmenmart sequence of
characters into a sequence of words. It is also a preprogetssk shared by many
Asian languages without overt word delimiters. CWS wasfinshulated as a character
tagging problem in [1], via labeling each character’s posiin a word. For example,
the segmentation for following sentences,

il /oK B 1 EVGEF .
(he / comes from / Mexico.),

receives the tag (label) sequen§®8EBM E as segmentation result, where the four
tagsB, M andF stand for the beginning, middle and ending positions in awandS

for a single character as a word. A Maximum Entropy (MaxEntgel was trained for
such a tagging task in [1]. Many supervised learning methad® been successfully
applied to CWS since the First International Chinese WorgnSmntation Bakeoff in
2003 [2]. Among them, the character tagging is a particylsirhple but effective for-
mulation of the problem suitable for various competitiveatvised machine learning
models such as MaxEnt, conditional random fields (CRFs), samgbort vector ma-
chines. [1, 3-8].



However, few existing methods make use of non-local infdiomeof any given se-
quences as a source of knowledge. In this paper, we will eg@mew approach to
integrating such useful information from the unlabeled tato the supervised learn-
ing for CWS. It attempts to utilize lexicon information dexd by various word like-
lihood criteria, which were intended for unsupervised weegmentation techniques.
We know that an unsupervised segmentation strategy hadleavfsome predefined
criterion about how likely a target substring, as a word édate, is to be a true word.
It is important to examine how such information which usypalbpears as a goodness
score for a word candidate can be exploited to facilitatepeestised learning mode for
CWS. In this study, we will examine four kinds of such crigefirequency of substring
after reduction, description length gain, accessor varatd boundary entropy. All of
them will be represented as features for integration intoobiaracter tagging system
for CWS, and their effectiveness will be evaluated usinddhge-scale data sets for the
previous Bakeoff.

The remainder of the paper is organized as follows. The remtian describes the
baseline supervised learning with the CRFs model for CW§ti@e3 discusses four
criteria for unsupervised word extraction and formulatas @pproach to integrating
them to the CRFs learning for CWS. Then, our experimentailtesre presented in
Section 4. Section 5 discusses related work and the padssibibf semi-supervised
learning with CRFs. Finally, we summarize our researchexaments to conclude the
paper in Section 6.

2 Supervised Learning for Word Segmentation

CRFs [9] is a statistical sequence modeling framework thaeported to outperform
other popular learning models including MaxEnt method iruanber of natural lan-
guage processing (NLP) applications[10]. CRFs is firstigdgb CWS in [3], treating
CWS as a binary decision task to determine whether a Chirfegadter in the inputis
the beginning of a word.

The probability assigned to a label sequence for an unsegoheaquence of char-
acters by a CRFs is given by the equation below:

Prlyls) = 5exp(3 37 Ayt e 1,5,0)):

ceC k

wherey is the label sequence for the senterds,the sequence of unsegmented charac-
ters,Z is a normalization termfy, is a feature function and, is the respective weight,
C'is the label(or tag) set, andindexes into characters in the sequence to be labeled.
For CRFs learning, we use the CRF++ package with necessatificadion for training
speedup.

It is shown in our previous work that the CRFs learning aobsea better segmen-
tation performance with a 6-tag set than any other tag sét THus, we opt for using
this tag set and its six-gram feature templates as the baseline for our evaluation.
The six tags aré3, By, B3, M, E and S. Accordingly, we have the tag sequencgs

! http://crfpp.sourceforge.net/



BE, BByFE, BB>BsE, BBasBsME and BB>,BsM - --ME for characters in a word
of length 1, 2, 3; - -, and 6 (and above), respectively. The sigram feature templates
areC_1,Cy, C1,C_1Cy, CyCy andC_1C4, where0, —1 and1 stand for the positions
of the current, previous and next characters, respectively

3 Unsupervised Segmentation Criteria

In general, unsupervised segmentation assumes no preestghdata for training and
no pre-defined lexicon. It has to follow some predefined ddteto identify word can-
didates and assign to them a goodness score to indicateathirlikelihood. In this
study, we explore the effectiveness of utilizing four erigtunsupervised segmentation
criteria to facilitate supervised learning for CWS. Eachh&m is applied to compute a
goodness scorgs) for ann-gram substring in the input text. In principle, the higher
the goodness score for a substring, the more likely it is ta tae word. We consider
all available substrings in the input as possible word cdetgis for each criterion.

3.1 Frequency of Substring after Reduction

Frequency is not a reliable estimator for how likely a stibgtis to be a word, al-
though we feel like that a more frequent substring seems ¥e habetter chance to
be a true word. Statistical substring reduction [12] is ppsha workable idea to turn
the frequency into a good word-hood criterion. Its undedyassumption is that if two
overlapping substrings have the same frequency, then tréestone can be discarded
as a word candidate. To integrate such frequency informatfter substring reduction
(FSR) into our CRFs learning, we define a goodness scorelas/l

grsr(s) = log(p(s)), (2)

wherep(s) is the frequency of. That is, we take the logarithm value of the frequency
as the goodness score forSuch a score is the number of bits needed to engddea
sense of information theory, if the base for the logarithi2.is

3.2 Description Length Gain

It is proposed in [13], as a goodness measure for a comprebsiged method for un-
supervised word segmentation. The DLG from extracting etluorences of a sub-
string s = z;x,41...z; (also denoted as; ;) as a candidate word from a corpus
X=x129...7, (With a vocabulary, here, a character list) is defined as

DLG(z;. ;) = L(X) — L(X[r — z;_j] ® x;. ;)

whereX|[r — x; ;] represents the resultant corpus from replacing all ingtsoéz;_;
with a trace symbol throughoutX and& denotes string concatenatioh(-) is the
empirical description length of a corpus in bits that candtereated as below, following
classic information theory [14, 15].

L(X) = =|X| Y p(x)logyp(x)
zeV



where| - | denotes the length of a string in number of characters. Eztifely integrate
DLG into our CRFs model, we defingra(s) = log(DLG(s)).

3.3 Accessor Variety

This criterion is formulated in [16]. It has a nice perforraann extraction of low-
frequent words as reported in [16]. As a measure to evaluatetdependent a subse-
guence is and hence how likely it is a true word, the accessiety of a substring is
defined as

AV (8) = min{ L4y (), Rav(s)} (2)

where the left and right accessor variéty, (s) andR,, (s) are defined, respectively, as
the number of the distinct predecessor and successor ¢da.deor the similar reason
as in Section 3.1, the goodness scgjig (s) for s is set to the logarithm value of AV,

log(AV (s)).

3.4 Boundary Entropy

The branching entropy or boundary entropy (BE) is formulats a criterion for unsu-
pervised segmentation in a number of previous works [17-TAt8 local entropy for a
given substring = x;_;,

h(zi.5) = = ) plalei.j)log plzli. ), (3)

zeV

indicates the average uncertainty nexto,. Two scores, nameljtr, (z;. ;) andhr(z;. ;),
can be defined for the two directions to extend;. Also, leth,,;, = min{hg,hz}in
a similar manner for AV in equation (2), and then we defjae:(s) = log(hmin)-

The two criteria AV and BE share a similar assumption as inpilb@eering work
[21]: If the uncertainty of successive tokens increasem the location is likely to be
at a boundary. In this sense, they are various formulatioa fmilar idea.

3.5 Feature Templatesto Incorporate Unsupervised Segmentation Criteria

The basic idea of exploiting information derived by diffet@nsupervised segmenta-
tion criteria is to inform a supervised learner of how likalysubstring is to be a true
word according to a particular criterion.

To make best of such information, suitable feature temgplated to be used to
represent word candidates with different lengths. Acaagdd [11], less than 1% words
are longer than 6-character in segmented corpora of Chiféses, we consider only
n-gram of no more than five-character long for feature gerarat this work.

We use CRFs as an ensemble model to integrate these fed&aresach unsuper-
vised segmentation criterion, we consider two types oliiegt One is concerned with
word matching for am-grams, which is formulated as a feature function,

1,ifse L
0, otherwise,

) ={ @)



to indicate whetheg belongs to the word candidate lit Heuristic rules are applied
in [16] to remove substrings that consist of a word and adkesharacters for AV
criterion. In this study, we do not use any heuristic rules.é¢ach criterion, we only set
a default threshold, namely, 0, to get the corresponditigjlissr(s) > 0, gav (s) > 0,
hmin > 0,andDLG(s) > 0. The other is concerned with word likelihood information.
A feature template for an-gram strings with a scorey(s) is formulated as,

_ftift<gw) <t+1
fn(s,9(s)) = {0, otherwise, ®

wheret is an integer to discretize the word likelihood score. Fooeerlap character of
several word candidates, we choose the one with the gremtedhess score to activate
the above feature functions for that character. This makeddature representation
robust enough to cope with many infrequent candidatesismifly, feature values will
not be sensitive to the threshold about word candidatedisegation. Feature function
(5) can be actually generated from all possible substrimgsiwing in the given text.
Note that allt in (5) are not parameters but as feature values in the syQensystem
is basically parameter-free.

4 Evaluation

Our approach is evaluated in all four corpora from the Thitdiinational Chinese Lan-
guage Processing Bakeoff (Bakeoff43}22]. , where corpus size information can be
found in Table 1. Word segmentation performance is measoyell-measuref’ =
2RP/(R + P), where the recalR and precisionP are respectively the proportions
of the correctly segmented words to all words in the golawdsad segmentation and
a segmenter’s outpdt The recall of out-of-vocabulary words (OOVSjoov, is also
given to measure the effectiveness of OOV identification.

Table 1. Corpus size of Bakeoff-3 in number of words

Corpus |AS? CityU® CTB® MSRA®
Training (M)|5.45 1.64 05 1.26
Test(K) |91 220 154 100

& Academia Sinica Corpus.

® City University of Hong Kong Corpus.

¢ Corpus by University of Pennsylvania and University
of Colorado

4 Microsoft Research Asia Corpus.

2 http:/lwww.sighan.org/bakeoff2006.
8 A standard scoring tool is available at http://www.siglmg/bakeoff2003/score.



4.1 Performance Comparison with Different Criteria

We take the system described in Section 2 as baseline foraxisop. Features gener-
ated by unsupervised segmentation criteria accordingtoltae (4) and (5) are derived
from the unannotated training and test text. They are iategrthe baseline system for
evaluation. Our evaluation results are in Table 2 ahd 3

Table 2. Performance comparison: features derived by differeteriai

Criterion F-score Roov
AS CityU CTB MSRA AS Cityy CTB MSRA
Baseling0.9539 0.9691 0.9321 0.96{P6699 0.7815 0.7096.6658
AV (1) 10.9566 0.9721 0.9373 0.96D6847 0.7997 0.7326 0.6584
AV<2)b 0.9573 0.974@®.9428 0.9634|0.6842 0.800D.7581 0.6523
BE(1) |0.9566 0.9721 0.9373 0.96#D6847 0.7997 0.7326 0.6584
BE(;) |0.9584 0.9743 0.9421 0.9638.6930 0.8029 0.7569 0.6493
FSRy) |0.9565 0.9715 0.9367 0.96{16782 0.7931 0.7299 0.6628
FSR2) |0.9575 0.9735 0.9415 0.96@D6775 0.7994 0.7557 0.6420
DLG(;) |0.9554 0.9708 0.9395 0.96/66738 0.7883 0.7459 0.6514
DLG 5 [0.9560 0.9718 0.9401 0.9616793 0.7970 0.7528 0.6531
& (1): using feature formula (4) for all criteria
® (2): using feature formula (5) for all criteria

From Table 2, we can see that every unsupervised segmentatieria do lead
to performance improvement upone the baseline. It is alewshhat all criteria give
further performance improvement upon the cases withoutlwkelihood information
included in features, though the improvement is slight imyeases. Among those
criteria, it can be observed that AV and BE give the most cditipe performance
while DLG the least. Such difference is due to supervisedhlag model and how
unsupervised segmentation information is integratechgh our results show AV
and BE are the best criteria to improve supervised learningCfWVS, this does not
necessarily mean that they are better unsupervised segtioentriteria than DLG for
unsupervised segmentation when working alone. Actually;@ives better results for
unsupervised segmentation as reported in [24]. It is alsthawoting that AV and BE
results in all evaluation corpora just do as they for unsuiped segmentation tasks
[24], revealing the intrinsic similarity of these two critz.

Table 3 integrating all features from two or more criteri@goot necessarily lead to
any further improvement. This suggests that though eatériom does give its useful
insight to word boundary in Chinese text, their charactiesoverlap very much.

4 The results here are slightly different from those in [23]tfte same experimental settings, the
only cause to the difference, as we can see, it is the diff€@&fs implementation this time.



Table 3. Performance improvement with features derived from varionsupervised criterion
combinations using feature formula (5)

Criteria F-score Roov
AV BE FSRDLG AS CityU CTB MSRA AS CityU CTB MSRA
0.9539 0.9691 0.9321 0.96{M6699 0.7815 0.7096.6658

+ 0.9573 0.974@®.9428 0.9634|0.6842 0.800D.7581 0.6523
+ 0.9584 0.9743 0.9421 0.9631.6930 0.8029 0.7569 0.6493
+ 0+ 0.9570 0.9726 0.942(.9635|0.6798 0.7990 0.7550 0.6614
+ + 0.95740.9739 0.9425 0.9631.6860 0.7975 0.7596.6637
+ + (0.9569 0.9733 0.9425 0.96/06829 0.7995 0.7587 0.6417
+ 4+ 0.9575 0.9725 0.9423 0.9630.6842 0.7996 0.7581 0.6464
+ + (0.9570 0.9734.9428 0.96270.6860 0.7979.7638 0.6452

+ + ]0.9573 0.9732 0.9416 0.96@R6769 0.8017 0.7541 0.6514
+ + + + ]0.95750.9729 0.9413 0.9630.6878 0.8039 0.7535 0.6361

4.2 Comparison against Existing Results

We compare our performance with those best ones in clostettaek of Bakeoff. The
rule for the closed test is that no additional informatiogdr&d training corpus is al-
lowed, while open test of Bakeoff is without such a constrain

A summary of the best results in the closed test of Bakeofedaesented in Table
4 for a comparison with ours. Our results are obtained bygnatiing BE features into
the baseline system. All six participants with at least adtlest performance in the
closed test of Bakeoff-3 are given in this table [25, 7, 262 8].

Table 4. Comparisons of the best existing results and ours in dataké&f-3 (F-scores)

Participant (Site ID) AS CityU CTB MSRA
Zhu (1) [0.944 0.968 0.927 0.956
Carpenter (9) [0.943 0.961 0.907 0.957
Tsai (15) |0.9570.972 - 0.955
Zhao (20) |0.958 0.9710.933 -
Zhang (26) |0.949 0.965 0.926 0.957
Wang (32) |0.953 0.970 0.93®.963
Best of Bakeoff-3 0.958 0.972 0.933 0.963
Ours 0.958 0.974 0.942 0.963
Error Reduction (%) - 71 134 -

From Table 4, we see that our system demonstrates a sighificarovement upon
the baseline and achieves a better performance on top oftake«f-the-art as in



Bakeoff-3. Especially, our results are achieved only witigram information alone,
while some official results of Bakeoff-3 were involved infig@s or techniques that are
only allowed in open test [26, 6,8]

To check if those results with slight difference are statidtsignificant, we perform
some statistical significance tests in the results of classd Following the previous
work [2] and assuming the binomial distribution is apprafeifor our experiments, we
may compute 95% confidence interval-a8./p’(1 — p’) /n according to the Central
Limit Theorem for Bernoulli trials [28], where is the number of trials (words). We
suppose that the recall represents the probability of cowerd identification, and the
precision represents the probability that a charactergthiat has been identified as a
word is really a word. Thus two types of intervals, andC;,, can be computed, respec-
tively, asp’ is set tor andp. One can determine if two results are significantly différen
at a 95% confidence level by checking whether their confiderieevals overlap. The
values ofC’. andC,, for the best existing results and ours are in Table 5, whereta
of each row with head ‘bakeoff-3’ are from [22].

Table 5. Statistical significance: comparisons of the best clossdlt®of Bakeoff-3 and ours

Corpus#word  Best R Cr P Cp F
AS | 91K |Bakeoff-30.961 +0.001280 0.955+0.001371 0.958
Ours |0.964 +0.001235 0.953+0.001403 0.958
CityU | 220K |Bakeoff-30.973 +0.000691 0.972+0.000703 0.972
Ours |0.974 +0.000679 0.974+0.000679 0.974
CTB | 154K |Bakeoff-30.940 +0.001207 0.926+0.001330 0.933
Ours |0.947 +0.001142 0.93740.001238 0.943
MSRA| 100K |Bakeoff-30.964 +0.001176 0.961+0.001222 0.963
Ours |0.960+0.001239 0.96740.001130 0.963

4.3 Early Resultsin Open Test

Until now, we only consider using the plain text from traigiand test. Some external
segmented corpora are used to strengthen the current segimemnask in [4] and [6].
However, it is well known that segmented corpus is not alwegsly obtained. Thus
it will be meaningful to extend our approach to external belad text, which can be
easily obtained as any requirement. Here we report somg ssgmentation results on
using such external resources.

The unlabeled text that we adopt is that of People’s Ddilgm 1993 to 1997 of
about 100M characters. The evaluation corpora are CTB and A& Bakeoff-3 that

5 Although manifestly prohibited by the closed test rules ak8offs, character type features are
used in [6] and [8], and a key parameter is estimated by usirexgernal segmented corpus in
[26].

® This is the most popular official newspaper in mainland ofr@hi



are also in GB encode. AV is selected as the criterion for tagess score computa-
tion. The results are given in Table 6.

Table 6. Performances using external unlabeled data or lexicon

Corpus Metric| Tex? Dict® Text+Dict Best open
CTB |F-scorg0.9401 0.9412 0.9443 0.944
Roov |0.7382 0.7412 0.7565  0.768
MSRA|F-score0.9674 0.9681 0.9716  0.979
Roov |0.6905 0.6905 0.7140  0.839

& Using AV features from People’s Daily text.
b Using features from external dictionary.

Note that the way that we extract useful information fromalrgled data is to make
use of a word candidate list. It is also a natural way to irdegan external dictionary.
The results of using the same online dictionary from Pekimgvérsity and feature
representation as [4] are also given in Table 6. There aretdl®,000 words of length
one to four characters in this dictionéry

We obtain two competitive results compared to the bestiagigesults only by
using unlabeled data and an external lexicon, while two &iistal results in Bakeoff-
3 were obtained through large scale external segmentedregrgxicons and named
entity information [29, 30]. This shows that our approaclalso effective to exploit
external unlabeled data.

5 Discussion and Related Work

In this study, we explore a combination of fully supervised ansupervised learning
for Chinese word segmentation. It is not sure at the firstagamhether unsupervised
segmentation in the same supervised data can help supbtesming. However, if
unsupervised technique can extract global informatiorhefwhole text instead from
local context inside a sequence, then we can expect theie#feess, since each type
of unsupervised segmentation criterion makes globaksizgithrough the whole text.

When we are applying unlabeled data to improve supervisedileg, semi-supervised
method is actually introduced into this field. Since Redears developed techniques
for structural semi-supervised learning scheme for lacgéesunlabeled data in linguis-
tics. As a sequence labeling tool, CRFs with revision forisempervised learning has
been developed recently.

Semi-supervised CRFs based on a minimum entropy regulaviae proposed in
[31]. Its parameters are estimated to maximize the likelthof labeled data and the
negative conditional entropy of the unlabeled data.

"1t is available from http://ccl.pku.edu.cn/doubtfire/@se/Chinese%20Information %20Pro-
cessing/Sourc€ode/ChapteB/Lexiconfull_2000.zip



In [32], a semi-supervised learning approach was propoageidon a hybrid gener-
ative and discriminative approach. Defining the objectivection of a hybrid model in
log-linear form, discriminative structured predictoe(i.CRFs) and generative model(s)
thatincorporate unlabeled data are integrated. Thenghergtive model attached unla-
beled data is used to increase the sum of the discriminactiuns during the parameter
estimation.

The idea in our work is close to that of [32]. However, consiug that super-
vised learning for CWS is often a large scale task in comprtatnd lexical informa-
tion is traditionally used for information transformatidnsupervised word extraction
methods are directly adopted to output lexical informaf@rdiscriminant model. Our
method has been shown efficient and effective in this way.

6 Conclusion

In this paper, we have presented an ensemble learning ajptodake advantage of
unlabeled data for Chinese word segmentation.

The lexical information plays the central role in infornmatitransformation from
unlabeled data to supervised learning model. Four typeasipervised segmentation
methods are considered and formulated as word candidagztah and the respective
goodness score computation. Such information about cagguinsupervised word ex-
traction is integrated as features into CRFs learning mdded effectiveness of differ-
ent unsupervised criteria for word extraction is studie@. pkovide evidence to show
that character-based CRFs modeling for CWS can take adyaofaunlabeled data,
especially, the unlabeled text of training corpus and tegius, effectively, and accord-
ingly achieve a performance better than the best recordseipast, according to our
experimental results with the latest Bakeoff data sets.
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